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    Preface

    Welcome to the Interceptor Appliance Deployment Guide. Read this preface for an overview of the information provided in this guide, the documentation conventions used throughout, additional resources, and contact information. This preface includes the following sections:

    • “About This Guide”

    • “Additional Resources”

    • “Contacting Riverbed”

    • “What is New”

  
    About This Guide

    The Interceptor Appliance Deployment Guide describes the Interceptor appliance, including how to design and deploy an Interceptor and Steelhead appliance cluster.

    Audience

    This guide is written for storage and network administrators familiar with administering and managing WANs using common network protocols such as TCP, CIFS, HTTP, FTP, and NFS.

    You must also be familiar with:

    • the Interceptor appliance. For details, see Interceptor Appliance User’s Guide and the Interceptor Appliance Installation Guide.

    • the Management Console. For details, see the Steelhead Management Console User’s Guide. 

    • connecting to the RiOS CLI. For details, see the Riverbed Command-Line Interface Reference Manual. 

    • the installation and configuration process for the Steelhead appliance. For details, see the Steelhead Appliance Installation and Configuration Guide.

    Document Conventions

    This guide uses the following standard set of typographical conventions.

    
      
      
        	
          Convention

        
        	
          Meaning

        
      

      
        	
          italics

        
        	
          Within text, new terms and emphasized words appear in italic typeface. 

        
      

      
        	
          boldface

        
        	
          Within text, CLI commands and GUI controls appear in bold typeface.

        
      

      
        	
          Courier

        
        	
          Code examples appear in Courier font:

          login as: admin

          Riverbed Steelhead

          Last login: Wed Jan 20 13:02:09 2010 from 10.0.1.1

          amnesiac > enable

          amnesiac # configure terminal

        
      

      
        	
          < >

        
        	
          Values that you specify appear in angle brackets:

          interface <ipaddress>

        
      

      
        	
          [ ]

        
        	
          Optional keywords or variables appear in brackets:

          ntp peer <addr> [version <number>] 

        
      

      
        	
          { }

        
        	
          Required keywords or variables appear in braces:

          {delete <filename> | upload <filename>}

        
      

      
        	
          |

        
        	
          The pipe symbol represents a choice between the keyword or variable to the left or right of the symbol (the keyword or variable can be either optional or required):

          {delete <filename> | upload <filename>}

        
      

    

  
    Additional Resources

    This section describes resources that supplement the information in this guide. It includes the following:

    • “Release Notes”

    • “Riverbed Documentation and Support Knowledge Base”

    • “Online Documentation”

    Release Notes

    The following online file supplements the information in this guide. It is available on the Riverbed Support site at 
https://support.riverbed.com.

    
      
      
        	
          Release Notes

        
        	
          Purpose

        
      

      
        	
          <product>_<version_number>
<build_number>.pdf

        
        	
          Describes the product release and identifies fixed problems, known problems, and work-arounds. This file also provides documentation information not covered in the manuals or that has been modified since publication. 

        
      

    

    Examine this file before you begin the installation and configuration process. It includes important information about this release of the Steelhead appliance.

    Riverbed Documentation and Support Knowledge Base

    For a complete list and the most current version of Riverbed documentation, log in to the Riverbed Support site at
https://support.riverbed.com. 

    The Riverbed Knowledge Base is a database of known issues, how-to documents, system requirements, and common error messages. You can browse titles or search for keywords and strings.

    To access the Riverbed Knowledge Base, log in to the Riverbed Support site at
https://support.riverbed.com.

    Online Documentation

    The Riverbed documentation set is periodically updated with new information. To access the most current version of Riverbed documentation and other technical information, consult the Riverbed Support site located at
https://support.riverbed.com.

  
    Contacting Riverbed

    This section describes how to contact departments within Riverbed.

    Internet

    You can learn about Riverbed products through the Riverbed Web site at 
http://www.riverbed.com.

    Technical Support

    If you have problems installing, using, or replacing Riverbed products contact Riverbed Support or your channel partner who provides support. To contact Riverbed Support, call 1-888-RVBD-TAC (1-888-782-3822) in the United States and Canada or +1 415 247 7381 outside the United States, or open a trouble ticket at 
https://support.riverbed.com.

    Riverbed Professional Services

    Riverbed has staff of professionals who can help you with installation assistance, provisioning, network redesign, project management, custom designs, consolidation project design, and custom coded solutions. To contact Riverbed Professional Services email proserve@riverbed.com or go to 
http://www.riverbed.com.

    Documentation

    Riverbed continually strive to improve the quality and usability of the documentation. Riverbed appreciates any suggestions you might have about the online documentation or printed materials. Send documentation comments to techpubs@riverbed.com.

  
    What is New

    Since the March 2012 release, the Riverbed Deployment Guide has been split into three different guides: 

    • Steelhead Appliance Deployment Guide

    • Steelhead Appliance Deployment Guide - Protocols

    • Interceptor Appliance Deployment Guide

    There are no other significant updates or changes. 

  
    Overview of the Interceptor Appliance

    This chapter includes the following sections:

    • “Overview of the Interceptor Appliance”

    • “Comparing WCCP, PBR, and Layer-4 Redirection without Steelhead Appliances”

    • “Interceptor Appliance v3.0 Nomenclature Update”

  
    Overview of the Interceptor Appliance

    The Interceptor appliance is an in-path clustering solution you can use to distribute optimized traffic to a local group of Steelhead appliances. The Interceptor appliance does not perform optimization itself. Therefore, you can use it in very demanding network environments with extremely high throughput requirements. The Interceptor appliance works in conjunction with the Steelhead appliance and offers several benefits over other clustering techniques, such as WCCP or Layer-4 switching, including native support for asymmetrically routed traffic flows. 

    Figure 1‑1. Basic Interceptor Appliance Deployment Example[image: ]

    Figure 1‑1 shows an example of an Interceptor appliance deployment. Traffic between local and remote hosts can use one or both links to the WAN. The deployed Interceptor appliances are configured to work together with the Steelhead appliances to ensure that optimization occurs, regardless of the path used. The Steelhead appliances have redundant physical connections to the LAN infrastructure to ensure that a single failure does not prevent optimization.

    You can deploy Interceptor appliances in an in-path or a virtual in-path configuration using the same network bypass interface cards as Steelhead appliances in the same highly available and redundant configurations: 802.1Q links, across multiple in-path links, in series, in parallel, or in a virtual in-path configuration with WCCP or PBR. In addition, you can deploy Interceptor appliances physically in-path on EtherChannel or other link aggregation trunks. Interceptor appliances use connection forwarding between themselves and the Steelhead appliance cluster to support detection, redirection, and optimization of asymmetrically routed traffic flows.

    The Interceptor appliance provides multiple approaches for distributing TCP connections to Steelhead appliances. You can send traffic to one or a set of Steelhead appliances based on source IP address, destination IP address, destination port, and VLAN tag. For example, you can configure the Interceptor appliance to redirect traffic for large replication jobs to Steelhead appliances tuned to data protection workloads, while redirecting traffic for user application optimization to different Steelhead appliances. 

    Because the Interceptor appliance works in conjunction with Steelhead appliances, it has several unique capabilities compared to other clustering solutions. Clustered Steelhead appliances determine which connections are optimized with auto-discovery, and can share this information with the Interceptor appliance so that redirection occurs only for optimized connections. The Interceptor appliance can dynamically determine and direct traffic for optimization to the least-loaded Steelhead appliances based on their resource usage. To help drive efficiency of the clustered Steelhead appliance data store, the Interceptor appliance maintains peer affinity between the clustered Steelhead appliances and remote Steelhead appliances (or remote Steelhead Mobile). When the Interceptor appliance chooses a Steelhead appliance in the cluster to optimize a flow, it prefers a clustered Steelhead appliance that has previously been paired with the remote Steelhead appliance connection.

    The Interceptor appliance supports real-time cluster administration, enabling you to add, modify, or remove a clustered Steelhead appliance with no disruption to operations in progress, except on the optimized connections of the target Steelhead appliance. You can put a clustered Steelhead appliance in paused mode, so that no new connections are redirected to it, while leaving configuration rules in place.You can place Steelhead appliances that are part of the cluster anywhere in the data center network, including in a separate subnet. It is common to use Interceptor appliances across two geographically close data centers connected through high-speed links, such as 1-Gbps or 10-Gbps MAN links, and use the connection-sharing abilities to treat the two locations as one logical site. This provides optimization even in the case of network asymmetry (traffic coming in one location and out the other), while leveraging the same cluster of Steelhead appliances. 

    The Interceptor appliance uses the same network interface cards as the Steelhead appliances, so it can support several different physical connectivity options, including copper or fiber Ethernet ports and 10 Gbps fiber interface cards. The IC9350 has four 1 Gbps copper ports (two in-paths, each with a LAN and WAN port) and expansion slots that allow up to four additional network interface cards. Available network cards include 4-port 1-Gbps or 2-port 10-Gbps cards of different media.

    Note: Riverbed recommends that if you use the 10-Gbps cards, you use the slots in the following order: 2, 3, 5, and 1. If you use 1-Gbps cards, you can use slots 1 through 4 in any order. 

    With network interface cards that support hardware assist, designated pass-through traffic can be processed entirely in the hardware, allowing close to line-rate speeds for pass-through traffic (for details, see the Interceptor Appliance User’s Guide). 

    The Interceptor appliance supports the same concepts of fail-to-block and fail-to-wire as the Steelhead appliance. If a serious failure occurs on the Interceptor appliance (including loss of power), it either passes traffic through for fail-to-wire mode, or prevents traffic from passing for fail-to-block mode.

    Prior to Interceptor appliance v3.0, the IC9350 supports up to 12 Gbps of total system throughput. Version 3.0 introduces a software-packet-processing enhancement feature called Xbridge. Xbridge, when using 10 Gbps interfaces, provides up to 40 Gbps of total throughput: 20 Gbps inbound and 20 Gbps outbound (you can enable Xbridge with the xbridge enable command). Pass-through traffic that is hardware-assisted (using the 10-Gbps interface network cards) does not count toward this total. The IC9350 supports clusters of up to 25 Steelhead appliances, and can redirect 1,000,000 simultaneous TCP connections.

  
    Comparing WCCP, PBR, and Layer-4 Redirection without Steelhead Appliances

    The Interceptor appliance redirects packets to a Steelhead appliance, so that you can place the Steelhead appliance virtually in the data transmission path of TCP connections. Although there are other virtual in-path deployment methods for the Steelhead appliance (including WCCP, PBR, and Layer-4 redirection), using the Interceptor appliance combines and adds many advantages while avoiding many disadvantages of these methods. 

    For example, when planning WCCP deployments, you must consider whether all of the redirectors (routers or switches) are in the same subnet as the in-path interface IP address of the Steelhead appliance. This is because any Layer-3 hops between the redirectors and the Steelhead appliance requires GRE encapsulation on directed and returned traffic. This has both a performance impact on the redirectors and an impact on the maximum data that can be included in a packet. For many networks, it is common for the WAN connecting devices—on which you can configure WCCP—are on completely different subnets. For this reason, most WCCP deployments must use GRE as a redirection mechanism, especially to support asymmetric flows across the paths to the WAN.

    For Interceptor deployments, Layer-3 hops do not cause a performance difference on the redirecting Interceptor appliance. Additionally, the redirection protocol is designed so that full-size packets can be redirected to the Steelhead appliance without requiring any MSS or MTU adjustments on any optimized or non-optimized traffic. This excludes potential issues in deployment planning, especially in large or complex networks.

    Another important example is the behavior of pass-through traffic. For WCCP, PBR, or Layer-4 redirection methods, there is no way to signal the redirector that a particular flow should not be redirected to a Steelhead appliance. This is despite the fact that a Steelhead appliance, through the auto-discovery process, determines in the first few packets whether a flow can be optimized or not. Thus the redirectors might send large amounts of traffic unnecessarily and wastefully to a Steelhead appliance. To avoid this unnecessary traffic, you must carefully use access lists or other filter methods to limit the redirected traffic to only those sites or applications that are optimized.

    In Interceptor deployments, the appliances redirect the few packets at the beginning of a connection so that the Steelhead appliance can perform auto-discovery. The Steelhead appliance signals the Interceptor appliance if future packets for the flow must be redirected. If the Steelhead appliance does not request future packets for the flow, no packets are redirected. This per-flow mechanism saves the overhead of pass-through traffic being redirected, and saves you from manually mimicking the auto-discovery process through the ongoing maintenance of access lists.

    A final example is the response of the redirector to a Steelhead appliance failure. For example, in WCCP deployments, if a Steelhead appliance fails, it takes up to 30 seconds for the switch or router to declare it has failed and to stop sending traffic. At that point, the buckets that WCCP uses to partition the traffic among the remaining Steelhead appliances are recomputed and changed. Thus the traffic being redirected to the remaining Steelhead appliances might change, without consideration for which Steelhead appliance was optimizing each particular flow. 

    Because the Steelhead appliances protect against this by using connection forwarding, after a Steelhead appliance failure, a large amount of traffic is redirected with WCCP, potentially to the different Steelhead appliances. The Steelhead appliances must redirect the traffic a second time among the cluster. In the case of a new connection, this can result in cold performance for traffic that would have been warmed if sent to the original Steelhead appliance. This process also happens when a Steelhead appliance is added to a WCCP cluster.

    Interceptor appliances detect a Steelhead appliance failure in three seconds. Only the connections optimized by the failed Steelhead appliance are impacted. All other connections are unaffected, and are redirected to the appropriate Steelhead appliances. You can control the removal of a Steelhead appliance by marking it as paused on the Interceptor appliance, and new connections are not redirected to it. Existing optimized connections continue uninterrupted. You can add a Steelhead appliance to an Interceptor appliance cluster without impacting other optimized connections.

  
    Interceptor Appliance v3.0 Nomenclature Update

    Interceptor appliance v3.0 and later introduces an updated Interceptor Management Console that resembles the current Steelhead Management Console. In addition to graphical and reporting improvements, several of the terms and CLI commands have changed to provide a more simplified and consistent naming approach. The following table explains these changes in detail.

    
      
      
        	
          Prior to Interceptor appliance v3.0

        
        	
          Interceptor appliance v3.0 and Later

        
      

      
        	
          Peer Neighbors - Refers to the clustered Steelhead appliances.

        
        	
          Steelhead appliances - Refers to the clustered Steelhead appliances.

        
      

      
        	
          Peer Interceptor appliances/redirect peers (CLI) - Refers to other Interceptor appliances covering different network paths, often in a parallel design.

        
        	
          Cluster Interceptor appliances - Continues to describe a configured Interceptor appliance that is not serially connected. You can deploy Interceptor appliances running v3.0 and later in a virtual in-path cluster with one or more connected Interceptor appliances. Redirect peer is no longer used.

        
      

      
        	
          Failover buddy - Refers to the serially connected Interceptor appliances covering the same paths.

        
        	
          Failover Interceptor appliance - Refers to the same serially connected Interceptor appliance whose primary purpose is to provide backup to this appliance (previously termed failover buddy). The failover Interceptor appliance has one additional configuration: you can use it for Failover in the Interceptor Management Console and alternatively, enter failover interceptor in the CLI. In all Interceptor appliance releases, you can configure only one failover Interceptor appliance partner.

        
      

    

    Note: In v3.0 and later, the Interceptor Management Console and CLI refer to peer Interceptor appliances and failover Interceptor appliance as Interceptor appliances. You configure them the same as prior to v3.0. 

    The following table explains the CLI command changes in detail.

    
      
      
        	
          CLI Commands Prior to Interceptor appliance v3.0

        
        	
          CLI Commands Interceptor appliance v3.0 and later

        
      

      
        	
          in-path neighbor <name>

        
        	
          steelhead <name>

        
      

      
        	
          redirect peer <name>

        
        	
          interceptor <name>

        
      

      
        	
          failover buddy <name>

        
        	
          failover interceptor <name>

        
      

      
        	
          in-path neighbor <option>

        
        	
          steelhead communication <option>

        
      

      
        	
          redirect <option>

        
        	
          interceptor communication <option>

        
      

    

    Note: CLI commands prior to v3.0 are accepted but are automatically converted to the new syntax. 

    In the following Interceptor appliance configurations, the CLI commands and Interceptor Management Console items use v3.0 and later. For details about Interceptor appliance versions prior to v3.0, see the appropriate version of the Interceptor Appliance User’s Guide and the Riverbed Command-Line Interface Reference Manual.

  
    Interceptor Appliance Deployment Design

    This chapter explains the basic design for physical in-path and virtual in-path Interceptor deployment. It contains the following sections:

    • “Physical In-Path Interceptor Appliance Deployment”

    • “Virtual In-Path Interceptor Appliance Deployment”

    • “Overview of Redirection and Optimization”

    • “Deployment Verification”

    • “GRE, MPLS, and VRF”

  
    Physical In-Path Interceptor Appliance Deployment

    This section has the following sections:

    • “Overview of Physical In-Path Interceptor Appliance”

    • “Cabling and Duplex”

    • “IP Address and Gateway Selection”

    • “Default Gateway and Routing Configuration”

    • “EtherChannel and LACP”

    • “802.1Q VLAN Trunks”

    • “Physical In-Path Interceptor Appliance Failure Modes”

    • “Interceptor Appliance Link State Propagation”

    Overview of Physical In-Path Interceptor Appliance

    Figure 2‑1 shows a simple setup before and after a single Interceptor and Steelhead appliance are deployed. The figure shows cabling for both the in-path interfaces and the primary (management) interfaces. No addressing changes are made on the hosts, switches, or routers. Only the cable configuration for the switch port that leads to the WAN is altered. The Steelhead and Interceptor appliances are allocated two IP addresses each:

    • One is assigned to the primary interface, and is used for administrative and reporting purposes.

    • The other is assigned to the logical inpath0_0 interface, and receives and transmits packets related to optimization. 

    Note: This chapter refers to the main interface on the Interceptor appliance as inpath0_0. It is important to note that in certain circumstances (for example, fiber optic gigabit Ethernet), you can use a different interface (for example, inpath1_0).

    Figure 2‑1. Interceptor Appliance Deployment Before and After[image: ]

    This simple setup uses the following Interceptor appliance features and configuration options (see the cross-references that follow for detailed information on each feature and configuration):

    • You need only one Interceptor appliance for redirection because only one Ethernet link carries traffic to or from the WAN. For details on deploying multiple Interceptor appliances, see “Interceptor Appliance Clusters”.

    • There is no optimization redundancy in case of an Interceptor appliance failure because only one Interceptor appliance is present. For details on deploying multiple Interceptor appliances, see “Interceptor Appliance Clusters”.

    • The Interceptor appliance uses the default fail-to-wire mode, so that in the case of an Interceptor appliance fault (including loss of power), traffic continues to pass to and from the WAN. For details on fail-to-wire, see “Physical In-Path Interceptor Appliance Failure Modes”.

    • Because only one Steelhead appliance is present, there is no optimization redundancy in case of a Steelhead appliance failure, nor you configure can traffic for optimization by multiple local Steelhead appliances. For details on using multiple Steelhead appliances, see “Interceptor Appliance Clusters”.

    • The Steelhead appliance has one in-path cable connected to the switch. Unplugging the cable causes all optimization to cease. For details on using multiple in-path links to provide link redundancy, see “Interceptor Appliance Clusters”.

    • The Steelhead appliance is connected to the LAN switch, not to the WAN router. This typically minimizes the amount of traffic traversing the Interceptor appliance. For details on choosing between LAN- and WAN-side Steelhead appliance placement, see “Interceptor Appliance Clusters”.

    • The Interceptor and Steelhead appliance in-path interfaces are in the same subnet. This setting is not required for Interceptor appliance deployments. For details on why Layer-2 versus Layer-3 connectivity between the Steelhead and Interceptor appliance is not a factor in Interceptor appliance designs, see “Steelhead Appliance Placement and Configuration”.

    • Because the in-path interface of the Steelhead appliance in the cluster is on the same subnet as the Interceptor in-path interface, you only need to configure the WAN router as the default gateway on the Interceptor appliances inpath0_0 interface. For details, see “Default Gateway and Routing Configuration”.

    • The Interceptor appliance is deployed on a Layer-3 link. For details on EtherChannel links and 802.1Q trunks, see “EtherChannel and LACP” and “802.1Q VLAN Trunks”.

    • The site has no firewall or other network security device deployed. For details on how Interceptor designs and deployments must take into account network security devices, see “Firewall and Monitoring Interaction”.

    To configure a physical in-path deployment for the Steelhead and Interceptor appliance as shown in Figure 2‑1

    1.	Connect to the Steelhead appliance and enter the following commands:

    interface inpath0_0 ip address 192.168.1.7 /24

    ip in-path-gateway inpath0_0 192.168.1.1

    interface primary ip address 192.168.1.8 /24

    ip default-gateway 192.168.1.1

    in-path enable

    in-path oop enable

    steelhead communication enable

    steelhead communication multi-interface enable

    steelhead name interceptor main-ip 192.168.1.5

    2.	Connect to the Interceptor appliance and enter the following commands:

    in-path interface inpath0_0 enable

    interface inpath0_0 ip address 192.168.1.5 /24

    ip in-path-gateway inpath0_0 192.168.1.1

    interface primary ip address 192.168.1.6 /24

    ip default-gateway 192.168.1.1

    steelhead communication multi-interface enable

    steelhead name Steelhead appliance main-ip 192.168.1.7

    The Steelhead appliance is configured for virtual in-path mode and has the Interceptor appliance in-path IP address configured as a connection-forwarding neighbor. The Steelhead appliance in-path interface is assigned an IP address, as is the primary interface. In Figure 2‑1, both are in the same subnet, using the same next-hop gateway. Physically, the Steelhead appliance wan0_0 and primary interface are cabled to the switch.

    The Interceptor appliance is cabled and addressed the same as a physically in-path deployed Steelhead appliance. (Compare this with the simple Steelhead appliance physical in-path deployment in the Steelhead Appliance Deployment Guide.) The Interceptor appliance has the Steelhead in-path IP address configured with the CLI steelhead command. Both the Steelhead and Interceptor appliance are configured as connection-forwarding neighbors. By default, they use TCP connections to their in-path IP addresses on port 7850 to communicate information regarding the connections that are redirected and the state of resource usage on the Steelhead appliance.

    When you use the multi-interface command, the Interceptor and Steelhead appliance can communicate with a newer underlying version of the connection forwarding protocol. Although it is not strictly needed, Riverbed recommends that you enable multi-interface on both the Steelhead and the Interceptor appliance in all new deployments, even if only a single in-path interface is in use.

    Cabling and Duplex

    The same recommendations for cable selection and duplex configuration for in-path Steelhead appliances apply to the Interceptor appliance. The IC9350 comes with two 1-Gbps onboard in-path interfaces, similar to the 3U XX50 Steelhead appliance. Most Interceptor deployments use 1 Gbps or higher speeds on their Ethernet bypass cards. For details, see the Steelhead Appliance Deployment Guide.

    IP Address and Gateway Selection

    An IP address is required for each enabled Interceptor in-path interface. 

    In some environments, the link between the switch and the router might reside in a subnet that has no available IP address. You can meet the IP address requirement in several ways, including:

    • expanding the subnet for the in-path link.

    • creating a secondary interface, with a new subnet and IP address on the router and switch, and pulling the Interceptor appliance in-path interface IP address from the new subnet.

    • creating a new 802.1Q VLAN interface and subnet on the router and switch link, and pulling the Interceptor appliance in-path interface IP address from the new subnet. This also requires entering the appropriate in-path VLAN tag on the Interceptor appliance (for details, see “802.1Q VLAN Trunks”).

    Default Gateway and Routing Configuration

    Each enabled in-path interface requires an IP address and, in almost every deployment, a default gateway. An Interceptor appliance transmits packets whose destination addresses are one of the following:

    • A local Steelhead appliance

    • A local Interceptor appliance

    • A local server (only when the Steelhead appliance rejects the incoming packet)

    • A remote host (during the Steelhead appliance auto-discovery process, or when it rejects the incoming packet)

    If any of these devices are in different subnets than the in-path interface on the Interceptor appliance, that in-path interface must have either a default gateway or a statically configured route that specifies the next hop for those locations.

    Because most Interceptor deployments have Steelhead appliances logically located on the LAN side, and because the number of subnets to reach remote hosts is expected to be far more than the number of subnets for local Steelhead and Interceptor in-path interfaces, the simplest and optimal configuration is that for each in-path interface to specify the WAN-side Layer-3 device as the default gateway. For each subnet containing local Steelhead or Interceptor appliance in-path interfaces, configure a static route whose next hop is the LAN-side Layer-3 device.

    Figure 2‑2 shows a sample Interceptor appliance cluster in which nearly every in-path interface is in a different subnet.

    Figure 2‑2. Quad Interceptor Appliance Deployment with Many Subnets[image: ]

    The following example shows the CLI configuration for the inpath0_0 interface of Interceptor appliance 1 shown in Figure 2‑2:

    #--- Note: only in-path address and routing information is shown as follows.

    interface inpath0_0 ip address 10.1.0.6 /24

    #--- Use WAN gateway as the default route.

    ip in-path-gateway inpath0_0 10.1.0.1

    #--- Use LAN gateway to reach Interceptor appliance subnets.

    #--- Note configured route to 10.2.0.0/24, even with inpath0_1 

    #--- residing in that subnet; see the following text.

    ip in-path route inpath0_0 10.2.0.0 255.255.255.0 10.1.0.2

    ip in-path route inpath0_0 10.3.0.0 255.255.255.0 10.1.0.2

    ip in-path route inpath0_0 10.4.0.0 255.255.255.0 10.1.0.2

    #--- Use LAN gateway to reach local Steelhead appliance subnets.

    ip in-path route inpath0_0 172.16.0.0 255.255.255.0 10.1.0.2

    ip in-path route inpath0_0 172.17.0.0 255.255.255.0 10.1.0.2

    ip in-path route inpath0_0 172.18.0.0 255.255.255.0 10.1.0.2

    ip in-path route inpath0_0 172.19.0.0 255.255.255.0 10.1.0.2

    Note: Figure 2‑2 shows a quad Interceptor deployment. For details on the full configuration of all Interceptor and Steelhead appliances in a quad deployment, see “Quad Deployment”.

    Figure 2‑2 shows that the Interceptor appliance 1 inpath0_0 interface has a statically configured route to the 10.2.0.0/24 subnet, even though its inpath0_1 interface is located in the 10.2.0.0 subnet. You must use this configuration because Interceptor appliance 1 might need to establish communication specifically from its inpath0_0 interface to Interceptor 2 inpath0_1 interface IP address. 

    If a firewall or other security device is used as a Layer-3 next hop for the Interceptor or Steelhead appliance, the routing and default gateway configuration on the Interceptor and Steelhead appliance is configured so that the firewall detects all or none of the packets associated with the auto-discovery process. For details, see Figure 2‑3.

    Figure 2‑3. Firewall Routing Considerations[image: ]

    Figure 2‑3 shows a TCP SYN packet with a probe option received on the Interceptor appliance WAN interface (1) as part of the auto-discovery process. The Interceptor appliance forwards the packet to the Steelhead appliance (2). The Steelhead appliance creates a SYN/ACK probe response but does not transmit it directly. As a part of the Steelhead-Interceptor appliance redirection protocol, the Steelhead appliance transmits this packet to the Interceptor appliance (3), encapsulated in GRE. The Interceptor appliance must unencapsulate and forward the packet, whose destination address is a remote host. It decides what the next hop for the packet is by using the in-path interface routing and default gateway configuration. If the routing configuration causes the SYN/ACK probe response packet to be sent to the LAN-side firewall, the firewall is likely to drop the packet. This is because the firewall has not detected the initial SYN packet and therefore considers the SYN/ACK packet to be part of an unknown TCP flow. To ensure that auto-discovery works, the Interceptor appliance must forward the packet to the WAN router. In the example shown in Figure 2‑3, this is accomplished by making the WAN-side router the default gateway of the Interceptor appliance in-path interface.

    EtherChannel and LACP

    You can deploy Interceptor appliances across Ethernet links that are logically aggregated using EtherChannel or IEEE 802.3ad. These links use protocols such as Cisco Port Aggregation Protocol (PAgP) or the IEEE Link Aggregation Control Protocol (LACP) to negotiate how multiple physical links are bundled into a single logical link. The Interceptor appliance passes through negotiation protocols without participating in them. 

    When deploying Interceptor appliances on aggregated links, you must:

    • configure each in-path interface to have a unique IP address.

    • configure the no arp filter response command.

    Note: The Interceptor appliance must be physically in-path to use EtherChannel; you cannot use EtherChannel in a logical in-path configuration. 

    On EtherChannel or LACP aggregated links, a router or switch might transmit an ARP request for an in-path IP address on a link that traverses a different in-path interface on the Interceptor appliance. To ensure that the Interceptor appliance responds to ARP requests for in-path IP addresses regardless of which in-path interface receives the ARP request, use the no arp filter response command. 

    Figure 2‑4 shows two Interceptor appliances with two links each deployed in series on a two-link EtherChannel. Each Interceptor appliance in-path interface has its own unique IP address in the EtherChannel link's subnet. Router 1 and Router 2 each have a single IP address for the two physical links, but each Interceptor appliance has two IP addresses, one for each in-path interface. 

    Figure 2‑4. Two Interceptor Appliances in a Serial Deployment on a 2-port EtherChannel Link[image: ]

    The following example shows the CLI configuration for the in-path and ARP filter configuration for Interceptor appliance 1 as shown in Figure 2‑4:

    in-path interface inpath0_0 enable

    interface inpath0_0 ip address 10.1.0.5 /24

    in-path interface inpath0_1 enable

    interface inpath0_1 ip address 10.1.0.6 /24

    no arp filter response

    The Interceptor appliance supports the port channel or channels through all of its available interfaces, including the four 10-Gbps in-path interfaces, or up to ten 1-Gbps interfaces. All links within the port channel must pass through the same Interceptor appliance. 

    802.1Q VLAN Trunks

    You can deploy the Interceptor appliance on 802.1Q trunk links and can use it to optimize connections whose packets pass through it with an 802.1Q header. The traffic redirection controls on the Interceptor appliance, such as the in-path and load-balancing rules, can use the 802.1Q VLAN ID as a rule argument.

    You can configure each Interceptor appliance in-path interface with a VLAN ID. The Interceptor appliance can optimize any traffic on the trunk and the native VLAN. When packets are sent from the in-path interface (for example, connection-forwarding traffic), the in-path VLAN tag is used. Configuration of the in-path interface VLAN ID is needed only if the in-path interface IP address belongs to a subnet whose traffic arrives on the LAN- or WAN-connected equipment with a VLAN tag. For example, if the in-path IP is on the untagged native VLAN, then you do not need the VLAN ID configuration. 

    Figure 2‑5 shows the WAN access switch used to aggregate WAN traffic through a single 802.1Q trunk link. Because the WAN access switch does not have Layer-3 addressing, the Interceptor appliance must use Layer-3 Switch 1 as its default gateway. Layer-3 Switch 1 must have Layer-3 access to all remote sites that are optimized. The Interceptor appliance can redirect traffic for optimization on all VLANs passing through the link, not just VLAN 10.

    Figure 2‑5. WAN Traffic through a Single 802.1Q Trunk Line[image: ]

    The following CLI configuration shows how the Interceptor appliance in Figure 2‑5 is configured to use VLAN 10:

    in-path interface inpath0_0 ip address 10.1.0.5 /24

    in-path interface inpath0_0 enable

    in-path interface inpath0_0 vlan 10

    ip in-path-gateway inpath0_0 10.1.0.2

    You can deploy the Interceptor appliance on links that are simultaneously 802.1Q trunks and part of a link aggregation bundle (for example, using Cisco EtherChannel). 

    Note: Traffic that is redirected to the Steelhead appliance does not carry any VLAN tag information. Therefore, Steelhead appliances deployed with an Interceptor appliance can support full address transparency, but they cannot support VLAN transparency.

    When the Interceptor appliance redirects 802.1Q encapsulated packets to a Steelhead appliance, the 802.1Q header is not maintained on the packet. Thus any Steelhead appliance in-path or peering rules that use the VLAN ID as a rule argument do not work. Although the full address transparency WAN visibility mode is supported (including full address transparency with forward reset), the Steelhead appliances cannot maintain VLAN transparency for Interceptor appliance redirected flows. Any traffic that is not redirected to the Steelhead appliance maintains its 802.1Q header as it passes through the Interceptor appliance.

    Note: You cannot deploy an Interceptor appliance on links for which the same IP address space might be used by different hosts, even if VLAN tags are used to differentiate between the overlapping addresses.

    Trunk 802.1Q links are sometimes used to keep traffic with overlapping IP address spaces separate. For example, you can use an 802.1Q trunk to separate traffic from two organizations that use the same RFC1918 private IP addresses to refer to different sets of resources. Deploying the Interceptor appliance on these links is not supported, because the Interceptor appliance uses the actual IP addresses within the packets to track flows and cannot separate overlaps.

    Physical In-Path Interceptor Appliance Failure Modes

    Failure results in the following behaviors:

    • Interceptor appliance failure - Non-optimized traffic continues to flow through the Interceptor appliance because the default mode for the network bypass cards is fail-to-wire. Because there is no other Interceptor appliance to provide redundancy, existing connections either time-out or reset, because the packets for the optimized connection no longer are redirected to the Steelhead appliance. The exact behavior depends on the applications and configuration of the remote Steelhead appliance. 

    • Steelhead appliance failure - If the Steelhead appliance has a software fault, loses power, or becomes unresponsive; any connections, optimized or in auto-discovery, are reset or timed-out. There is no impact to non-optimized traffic flowing to the Interceptor appliance. The Interceptor appliance communicates with the Steelhead appliances using connection forwarding; as part of this protocol, the Interceptor appliance exchanges heartbeat messages with the Steelhead appliance (heartbeat messages are off by default; for details see Interceptor Appliance User’s Guide). The Interceptor appliance continues to redirect packets (either for optimized connections or for connections that are just becoming established and are eligible for auto-discovery) to the Steelhead appliance for three seconds. This is the default behavior with an Interceptor appliance v2.0.3 or later, and in the configuration shown in Figure 2‑1.

    For more information about how to design and configure Interceptor and Steelhead appliance redundancy, see “Interceptor Appliance Clusters”. There is no redundancy in the example shown in Figure 2‑1. 

    Both the Steelhead and Interceptor appliances and its network interface cards support fail-to-wire mode and, in the case of software crashes, runaway software processes or loss of power; the LAN and WAN for each individual in-path interface become internally connected as if they were the ends of a crossover cable. This provides continued transmission of data over the WAN.

    The exact configuration of the directly connected devices to the WAN and LAN ports have an impact on when traffic begins flowing through the in-path interface. Routing protocols, spanning tree settings, duplex negotiation, and other external factors can prevent traffic from flowing through an interface in fail-to-wire mode even when the actual network interface is ready to do so. For details, see the Steelhead Appliance Deployment Guide.

    All of the currently available network interface cards for the Interceptor appliance also support a fail-to-block mode, in which, in the case of failures (as listed above), the LAN and WAN ports completely lose link status, blocking traffic along the path. Blocking network traffic triggers the routing and switching protocols of the network, forcing traffic along different paths to other Interceptor appliances that can continue redirecting traffic. 

    The default mode for in-path interfaces is fail-to-wire. The following CLI output shows how you can view and control the current configuration:

    interceptor (config) # interface inpath0_0 fail-to-bypass enable 

    interceptor (config) # show interfaces inpath0_0 configured

    Interface inpath0_0 configuration

       Enabled:            yes

       DHCP:               no

       IP address:         10.13.0.11

       Netmask:            255.255.0.0

       MTU:                1500

       Failure mode:       Bypass

     

    interceptor (config) # no interface inpath0_0 fail-to-bypass enable

    interceptor (config) # show interfaces inpath0_0 configured

    Interface inpath0_0 configuration

       Enabled:            yes

       DHCP:               no

       IP address:         10.13.0.11

       Netmask:            255.255.0.0

       MTU:                1500

       Failure mode:       Disconnect

    interceptor (config) #

    Interceptor Appliance Link State Propagation

    The Interceptor appliance supports the link state propagation (LSP) feature that also exists on the Steelhead appliance. LSP helps communicate link status between the devices connected to the physically in-path Interceptor appliance. For details, see the Steelhead Appliance Deployment Guide. 

    LSP monitors the link state of each Interceptor appliance LAN and WAN pair. If either physical port loses link status, the link of the corresponding physical port is also disabled. LSP allows link failure to quickly propagate through the Interceptor appliance, and is useful in environments in which link status is used as a fast-fail trigger.

    LSP is enabled by default. You can configure it with the [no] in-path lsp enable command or by opening Setup > Host Settings > Interface: In-Path > Global Settings > Enable Link State Propagation on the Interceptor Management Console.

  
    Virtual In-Path Interceptor Appliance Deployment

    This section has the following sections:

    • “Overview of Virtual In-Path Interceptor Appliance”

    • “Unsupported Virtual In-Path Interceptor Appliance Deployment”

    • “Physical In-Path Interceptor Appliance Failure Modes”

    Overview of Virtual In-Path Interceptor Appliance

    Figure 2‑6 shows an Interceptor appliance virtual in-path deployment in which there is a single Interceptor and Steelhead appliance. The router is performing PBR or WCCP redirection to send traffic to the Interceptor appliance (shown in purple), and it redirects traffic to the Steelhead appliance using the connection forwarding method. In this example, the Steelhead appliance is configured in the same 192.168.1.0/24 network as the Interceptor appliance. The Steelhead appliance does not need to reside in the same network as the Interceptor appliance. You should not deploy the Steelhead appliance where its traffic might hit one of the redirection interfaces of the router. For details, see “Unsupported Virtual In-Path Interceptor Appliance Deployment”. 

    Router configurations for redirecting traffic to an Interceptor appliance through WCCP or PBR are identical to a virtual in-path Steelhead deployment. For more details, see the Steelhead Appliance Deployment Guide. 

    Figure 2‑6. Virtual In-Path Interceptor Appliance Deployment[image: ]

    To configure an Interceptor and Steelhead appliance in a basic virtual-in-path deployment as shown in Figure 2‑6 

    1.	Connect to the Steelhead appliance and enter the following commands:

    interface inpath0_0 ip address 192.168.1.7 /24

    ip in-path-gateway inpath0_0 192.168.1.1

    in-path enable

    in-path oop enable

    steelhead communication enable

    steelhead communication multi-interface enable

    steelhead name interceptor main-ip 192.168.1.5

    2.	Connect to the Interceptor appliance and enter the following commands (requires IC3.0 for virtual in-path):

    in-path oop enable

    #--- This enables virtual in-path for the Interceptor appliance.

    #--- If WCCP is used, WCCP service groups and commands must be configured.

    #--- In this example, the assumption is the router is using PBR.

    in-path interface inpath0_0 enable

    interface inpath0_0 ip address 192.168.1.5 /24

    ip in-path-gateway inpath0_0 192.168.1.1

    steelhead communication multi-interface enable

    steelhead name Steelhead appliance main-ip 192.168.1.7

    You can use WCCP for redirection to the Interceptor appliance. Configure the Interceptor appliance the same as a Steelhead appliance. For details, see the Steelhead Appliance Deployment Guide.

    The communication from the Interceptor appliance to Steelhead appliance uses connection forwarding over port 7850. The Interceptor appliance applies the same load-balancing decisions to determine redirection to the Steelhead appliances (Figure 2‑6 shows only one Steelhead appliance). Use only WCCP, PBR, or Layer-4 redirection to forward traffic to the Interceptor appliance.   

    Unsupported Virtual In-Path Interceptor Appliance Deployment 

    Do not deploy the local Steelhead appliances in situations in which traffic from them is unnecessarily redirected to the Interceptor appliance by the router. You should deploy the Steelhead appliances on a separate router interface, rather than the redirecting LAN- or WAN-facing interfaces. 

    Figure 2‑7. Unsupported Virtual In-Path Interceptor Appliance Deployment[image: ]

    One typical scenario in a LAN-side deployment, is when a SYN packet from the server reaches the VLAN 1 router interface and is redirected to the Interceptor appliance. The Interceptor appliance uses GRE to send the SYN packet to the Steelhead appliance. The Steelhead appliance attaches the auto-discovery probe and sends the SYN with TCP option toward the remote host. This SYN with TCP option reaches the router VLAN 1 interface and is redirected unnecessarily to the Interceptor appliance.

    A similar scenario occurs with a   WAN-side deployment, when a SYN packet from the WAN reaches VLAN 2 and is redirected to the Interceptor appliance. The Interceptor appliance uses GRE to send the SYN packet to the Steelhead appliance, and it sends a SYN packet toward the local server. The SYN hits the VLAN 2 interface again and is redirected unnecessarily to the Interceptor appliance.   

    Because the Interceptor appliance detects that the traffic from the Steelhead appliance does not need to be redirected again, it causes unnecessary traffic on the network. These examples show the TCP handshake packets, but there are other and larger packets that can be also be needlessly redirected. 

    In-Path Interceptor Appliance Failure Modes

    There is no redundancy used in the example shown in Figure 2‑6. Failure results in the following behaviors:

    • Steelhead appliance failure - If the Steelhead appliance has a software fault, loses power, or becomes unresponsive, any connections optimized or in auto-discovery are reset or timed-out. There is no impact to non-optimized traffic flowing to the Interceptor appliance. The Interceptor appliance communicates with the Steelhead appliance using connection forwarding; as part of this protocol, the Interceptor appliance exchanges heartbeat messages with the Steelhead appliance. The Interceptor appliance continues to redirect packets (either for optimized connections, or for connections that are newly established and eligible for auto-discovery) to the Steelhead appliance for three seconds. This is the default behavior with an Interceptor appliance v2.0.3 or later.

    • Interceptor appliance failure - PBR or WCCP both have mechanisms to stop forwarding traffic to a failed device. With WCCP, the router stops redirecting to a non-responsive WCCP client device, and PBR is configured to use CDP or object tracking to determine if traffic should be sent to the Interceptor appliance. For details, see the Steelhead Appliance Deployment Guide. 

    Figure 2‑6 shows, because there is no other Interceptor appliance to provide redundancy, the existing connections either time-out or reset because the packets for the optimized connection no longer are redirected to the Steelhead appliance. New or pass-through connections are not redirected to the Interceptor appliance. 

  
    Overview of Redirection and Optimization

    The Interceptor appliance redirects packets to a Steelhead appliance so that it can be virtually located in the data transmission path of TCP connections. This allows the Steelhead appliance to perform auto-discovery and optimization of TCP connections to remote Steelhead appliances. The Interceptor appliance must redirect the host-to-WAN traffic for optimized connections, and if an optimized connection uses the full address transparency WAN visibility mode (for details, see the Steelhead Appliance Deployment Guide), the Interceptor appliance must also redirect the incoming transparent traffic from remote Steelhead appliances. Traffic for non-optimized connections is bridged between the LAN and WAN interface pairs of the Interceptor appliance, and is not redirected to a Steelhead appliance.

    Redirection is primarily controlled by the Interceptor appliance load-balance rules. They can control what traffic should be redirected for optimization, and to which Steelhead appliance or group of Steelhead appliances. 

    The Interceptor appliance has other control rules that can affect what traffic should be optimized, including in-path rules. These rules are similar to the Steelhead appliance in-path rules. The Interceptor appliance does not have a control mechanism that corresponds directly to the Steelhead appliance peering rules. The Interceptor appliance load-balance rules can achieve the same effect as both the Steelhead appliance in-path and peering rules. For details, see “Traffic Redirection”.

    As shown in Figure 2‑1, neither the Steelhead appliance nor the Interceptor appliance has any manually configured in-path rules or load-balance rules. The default redirection configuration for the Interceptor appliance matches a default auto-discovery configuration for the Steelhead appliance. The following is true by default: 

    • The Interceptor appliance redirects TCP SYN packets arriving on its LAN interface to the Steelhead appliance for all traffic except secure, interactive, or Riverbed internal protocols. 

    • The Interceptor appliance redirects any arriving SYN packets that have embedded auto-discovery TCP options in them. 

    The Interceptor appliance redirects packets by using two methods: 

    • GRE encapsulation during auto-discovery

    • TCP/IP destination field changes during data transmission

    A network sniffer on the Interceptor appliance LAN port (as shown on Figure 2‑1) detects TCP SYN and SYN/ACK packets transferred between the Steelhead and Interceptor appliance with GRE encapsulation. The Steelhead appliance can add TCP auto-discovery options, or take action due to TCP auto-discovery options embedded by remote Steelhead appliances. For optimized connections, a network sniffer detects traffic from hosts to the WAN arriving at the Interceptor appliance LAN port. The traffic is then transmitted from the LAN port with its destination IP address and TCP port changed to a local Steelhead appliance in-path IP address and a dynamically determined TCP port.

    Figure 2‑8. General Flow for Traffic Redirection[image: ]

    Figure 2‑8 shows general packet redirection. The management interface connections are not used for redirection and are not shown. 

    Host-to-WAN traffic (1) reaches the Interceptor appliance on its way to the WAN. The Interceptor appliance receives the traffic, and then transmits the packets to the Steelhead appliance from the same LAN interface on which it arrived (2). When the Steelhead appliance cluster needs to transmit packets to a remote Steelhead appliance, it sends the packets from its WAN interface (3) and passes the traffic through the Interceptor appliance. 

    The WAN-to-host traffic behavior depends on the WAN visibility mode used for the optimized connection. For correct addressing or port transparency, optimized traffic from the remote Steelhead appliance passes through the Interceptor appliance (4) and is received directly by the Steelhead appliance—the destination of the traffic. When the Steelhead appliance transmits the native form of the traffic (5), it does not need to traverse the Interceptor appliance, because it is destined directly for the host. The source information for this traffic is that of the remote host. When full-transparency optimized traffic arrives from a remote Steelhead appliance (6), the Interceptor appliance recognizes the traffic because of the embedded full transparency option in the packet's TCP option list. It swaps the IP address and TCP port information between the option packet and the actual TCP/IP packet headers, then transmits the packet to the Steelhead appliance (7). As in the non-full-transparency case, the Steelhead appliance transmits the native data to the host (8)and does not pass through the Interceptor appliance.

    For details on traffic redirection, see “Traffic Redirection”.

  
    Deployment Verification

    You can control the installation of the Interceptor and Steelhead appliance so that you can power on and install both in the network but do not redirect or optimize traffic. This enables you to verify the configuration before the system attempts optimization. 

    After you verify configuration, Riverbed recommends that you identify a small subset of traffic (as little as a single or a few hosts) and select only the traffic for the subset for redirection by the Interceptor appliance. Riverbed also recommends that you verify traffic to remote sites that do and do not have Steelhead appliances. After this verification, you can configure traffic for all remaining hosts for redirection and optimization.

    In the network in Figure 2‑1, the minimum amount of verification you need to ensure that the Steelhead and Interceptor appliance in-path IP addresses can ping each other, the local WAN router, and a remote Steelhead appliance. Use the debug validate deployment command to verify that both the Steelhead and Interceptor appliance have the correct connection-forwarding configuration.

    For details on deploying an Interceptor appliance in a network, see “Installation and Verification Procedures”. 

  
    GRE, MPLS, and VRF

    The Interceptor appliance redirects only TCP/IP Ethernet packets or 802.1Q tagged TCP/IP packets with a single 802.1Q header. 

    Other forms of encapsulation or packet labeling—including GRE, QinQ, or MPLS—pass through the Interceptor appliance and cannot be redirected to a Steelhead appliance. The Interceptor appliance does not support 802.1Q links separating overlapping IP address spaces, such as those associated with VRF instances.

    The phrase passing through GRE refers to GRE tunneled traffic not destined for the Interceptor appliance. WCCP can use GRE for redirecting traffic between a WCCP router and virtual in-path deployed Interceptor appliance. 

  
    Interceptor Appliance Clusters

    This chapter discussed different types of Interceptor appliance deployments. Typical Interceptor appliance deployments have multiple Interceptor and Steelhead appliances, and usually both appliances have more than one enabled and configured in-path interface. This chapter contains the following subsections:

    • “Steelhead Appliance Placement and Configuration”

    • “Firewall and Monitoring Interaction”

    • “Interceptor Appliance Relationships”

    • “Cluster Member Failures”

    • “Standard Cluster Types”

    • “Choosing a Cluster Type”

    You can use multiple Interceptor appliances to ensure that optimization occurs even when there are multiple paths to the WAN that are physically separated, or to ensure that optimization continues during a planned or unplanned Interceptor appliance outage. Use multiple Steelhead appliances to ensure redundancy or to specify that certain applications, subnets, and hosts are optimized by different Steelhead appliances.

    Designing an Interceptor deployment requires not only configuring the relationship between the Interceptors and Steelhead appliances, but also understanding how data is exchanged between the Steelhead and Interceptor appliances, and how this data exchange interacts with the existing network, security, and monitoring infrastructure.

  
    Steelhead Appliance Placement and Configuration

    The Interceptor appliance model IC9350 can redirect packets for optimization to up to 25 clustered Steelhead appliances. For details on how to configure the process that an Interceptor appliance uses to determine which Steelhead appliance to use when redirecting traffic, see “Traffic Redirection”.

    You cannot use Steelhead appliances in an Interceptor appliance cluster simultaneously with other deployment methods. For example, a Steelhead appliance cannot be both a member of an Interceptor appliance cluster while also a part of a WCCP cluster. 

    In addition to redirected packets, Interceptor and Steelhead appliances communicate using TCP connections (TCP destination port 7850 by default) between their in-path interface IP addresses. Because the information exchanged on these connections is vital during auto-discovery, you can manually configure the differentiated services code point (DSCP) values used on these connections. This can be beneficial in environments where the WAN infrastructure recognizes and prioritizes traffic based on DSCP values. Use the steelhead communication dscp command on both Interceptorand Steelhead appliances to set a decimal DSCP value for these connections. For details, see Riverbed Command-Line Interface Reference Manual.

    LAN-Side Versus WAN-Side Steelhead Appliance Placement

    Figure 3‑1 shows how to connect Steelhead appliances to the local network on either the LAN or WAN side of the Interceptor appliance. For most deployments, LAN-side Steelhead appliance placement minimizes the amount of traffic that traverses the Interceptor appliance. You cannot cable the Steelhead appliance directly to the Interceptor appliance.

    Figure 3‑1. Steelhead Appliance Placed on Either the WAN or LAN Side of the Interceptor Appliance[image: ]

    In general, placing Steelhead appliances on the LAN side of the Interceptor appliance typically minimizes the amount of traffic that the Interceptor appliance must handle for optimized traffic. For LAN-side Steelhead appliance placement, the localhost-to-remotehost traffic and reduced Steelhead-to-Steelhead appliance traffic, traverse the Interceptor appliance, versus the bi-directional unreduced LAN-side traffic between the Steelhead appliance and the local hosts.

    In virtual in-path Interceptor appliance deployments, do not deploy the Steelhead appliances in situations in which the traffic traverses a router-redirecting interface. This configuration causes traffic from the Steelhead appliance to be unnecessarily redirected back to the Interceptor appliance. For more details, see “Unsupported Virtual In-Path Interceptor Appliance Deployment”. 

    Layer-2 Versus Layer-3 Connectivity

    The Steelhead and Interceptor appliance in-path IP addresses can be on the same or different subnets. The actions taken to redirect traffic are the same during auto-discovery and optimization. Unlike when you use WCCP to redirect traffic to a Steelhead appliance, there is no resource use or MTU concerns   from having the Steelhead appliance and Interceptor appliance in-path IP addresses on different subnets.

    Multiple Steelhead Appliance Link Support

    A Steelhead appliance can have multiple in-path interfaces configured so that Interceptor appliances can use multiple IP addresses to reach the same Steelhead appliance. The Interceptor appliance only redirects traffic to one interface on the Steelhead appliance at any time. If the IP address for that interface becomes unreachable, the Interceptor appliance tries to reach every Steelhead appliance IP address from each of the Interceptor appliance's in-path interfaces before considering the Steelhead appliance entirely inaccessible.

    If a Steelhead appliance in-path interface fails or becomes unreachable from the Interceptor appliance, any existing connections that were being optimized by the Steelhead appliance with that in-path interface are either reset or timed-out, depending on the application in use.

    When you configure the Interceptor appliance load-balance rules, only configure a single in-path IP address per Steelhead appliance in the rule set. For example, an Interceptor appliance can have all of the in-path IP addresses of the Steelhead appliances configured as a Steelhead appliance cluster, but only the inpath0_0 IP address is used in the load-balance rules.

    Figure 3‑2. Example Deployment of a Steelhead Appliance with Two Configured In-Path Interfaces[image: ]

    The IP address of the interface is logically associated with the in-path but, physically, the WAN interface is actually cabled to the network, as shown in Figure 3‑2.

    To configure the Steelhead appliance with two configured in-path interfaces as shown in Figure 3‑2I

    1.	Connect to the Steelhead appliance and enter the following commands:

    interface inpath0_0 ip address 172.16.0.10 /24

    ip in-path-gateway inpath0_0 172.16.0.1

    interface inpath0_1 ip address 172.17.0.10 /24

    ip in-path-gateway inpath0_1 172.17.0.1

    in-path enable

    in-path oop enable

    steelhead communication enable

    steelhead communication multi-interface enable

    steelhead name interceptor main-ip 10.1.0.7

    steelhead name interceptor additional-ip 10.2.0.8

    2.	Connect to the Interceptor appliance and enter the following commands:

    in-path interface inpath0_0 enable

    interface inpath0_0 ip address 10.1.0.7 /24

    ip in-path-gateway inpath0_0 10.1.0.1

    ip in-path route inpath0_0 172.16.0.0 255.255.255.0 10.1.0.2

    ip in-path route inpath0_0 172.17.0.0 255.255.255.0 10.1.0.2

    interface inpath0_1 ip address 10.2.0.8 /24

    ip in-path-gateway inpath0_1 10.2.0.1

    ip in-path route inpath0_1 172.16.0.0 255.255.255.0 10.2.0.2

    ip in-path route inpath0_1 172.17.0.0 255.255.255.0 10.2.0.2

    steelhead communication multi-interface enable

    steelhead name Steelhead appliance main-ip 172.16.0.10

    steelhead name Steelhead appliance additional-ip 172.17.0.10

    Multiple Steelhead Appliance Support

    The Steelhead appliances in a cluster have each clustered Interceptor appliance configured as a connection-forwarding neighbor, using the steelhead communication commands. Each clustered Steelhead appliance typically has each Interceptor appliance inpath0_0 IP address configured as the clustered Steelhead appliance main-ip, and other Interceptor appliance in-path interfaces configured as additional IP addresses. You do not need to configure one clustered Steelhead appliance to know anything about the other clustered Steelhead appliance.

    You can use the RiOS data store synchronization between any local pair of Steelhead appliances, including Steelhead appliance pairs in an Interceptor appliance cluster. You typically perform data synchronization when the load-balance configuration on the Interceptor appliances causes similar traffic to be sent to the pair of Steelhead appliances.

    The Steelhead appliances in an Interceptor appliance cluster do not need to be the same model. The Interceptor appliance can make redirection decisions that account for different Steelhead appliance capacities. For details, see “Traffic Redirection”.

    Figure 3‑3. Multiple Steelhead Appliances with Multiple Interfaces, in a Interceptor Appliance Cluster[image: ]

    Important: The configuration for Steelhead 1 has no information regarding Steelhead 2. Steelhead appliances deployed in an Interceptor appliance cluster must never have other Steelhead appliances configured as connection-forwarding-clustered Steelhead appliances.

    To configure multiple Steelhead appliances with multiple interfaces as shown in Figure 3‑3 I

    1.	Connect to Steelhead appliance 1 and enter the following commands:

    interface inpath0_0 ip address 172.16.0.10 /24

    ip in-path-gateway inpath0_0 172.16.0.1

    interface inpath0_1 ip address 172.17.0.10 /24

    ip in-path-gateway inpath0_1 172.17.0.1

    in-path enable

    in-path oop enable

    steelhead communication enable

    steelhead communication multi-interface enable

    steelhead name interceptor main-ip 10.1.0.7

    steelhead name interceptor additional-ip 10.2.0.8

    2.	Connect to the Steelhead appliance 2 and enter the following commands:

    interface inpath0_0 ip address 172.16.0.11 /24 

    ip in-path-gateway inpath0_0 172.16.0.1

    interface inpath0_1 ip address 172.17.0.11 /24

    ip in-path-gateway inpath0_1 172.17.0.1

    in-path enable

    in-path oop enable

    steelhead communication enable

    steelhead communication multi-interface enable

    steelhead name interceptor main-ip 10.1.0.7

    steelhead name interceptor additional-ip 10.2.0.8

    3.	Connect to the Interceptor appliance and enter the following commands:

    in-path interface inpath0_0 enable

    interface inpath0_0 ip address 10.1.0.7 /24

    ip in-path-gateway inpath0_0 10.1.0.1

    ip in-path route inpath0_0 172.16.0.0 255.255.255.0 10.1.0.2

    ip in-path route inpath0_0 172.17.0.0 255.255.255.0 10.1.0.2

    interface inpath0_1 ip address 10.2.0.8 /24

    ip in-path-gateway inpath0_1 10.2.0.1

    ip in-path route inpath0_1 172.16.0.0 255.255.255.0 10.2.0.2

    ip in-path route inpath0_1 172.17.0.0 255.255.255.0 10.2.0.2

    steelhead communication multi-interface enable

    steelhead name Steelhead appliance1 main-ip 172.16.0.10

    steelhead name Steelhead appliance1 additional-ip 172.17.0.10

    steelhead name Steelhead appliance2 main-ip 172.18.0.11

    steelhead name Steelhead appliance1 additional-ip 172.19.0.11

  
    Firewall and Monitoring Interaction

    You can deploy the Interceptor appliance at sites with firewalls, IPS, IDS, or other network security and monitoring devices. Design the Interceptor deployment so that these devices are not located in the flow of redirected packets between the Interceptor and Steelhead appliance, because the redirected packets might either prevent the security devices from properly tracking flows or generate unnecessary alarms. Place the network security or monitoring devices on the WAN or LAN side of the complete Interceptor and Steelhead appliance cluster. For details on packet flow between the Steelheadand Interceptor appliances, see “Traffic Redirection”.

    If you use a firewall or other security device as a Layer-3 next hop for the Interceptor or Steelhead appliance, configure the routing and default gateway configuration on the Interceptor and Steelhead appliance so the firewall detects all or none of the packets associated with the auto-discovery process. For details, see “Default Gateway and Routing Configuration”.

    Relative Placement of a Firewall, Steelhead Appliance, and Interceptor Appliance 

    The following section demonstrates how to apply placement guidelines for firewall, Steelhead appliances, and Interceptor appliances. Figure 3‑4 shows a site where firewalls are used to perform connection tracking and deep packet inspection on traffic arriving from the WAN, and also must detect the unoptimized, or native, data for any optimized traffic.

    Figure 3‑4. An Example Site Using Firewalls to Perform Deep Packet Inspection[image: ]

    Disruptive Firewall Placements

    Riverbed does not recommend the firewall, Steelhead appliance, and Interceptor appliance placements shown in Figure 3‑5 and Figure 3‑6.

    Figure 3‑5 shows Interceptor appliances placed outside the firewalls and LAN infrastructure. The Steelhead appliances are placed on LAN side of the Interceptor appliance, as recommended.

    The Steelhead appliance placement in Figure 3‑5 is disruptive for the firewalls for at least two reasons:

    • The firewalls detect redirected packets from the Interceptor appliances to the Steelhead appliance. For this to function, you must configure the firewall to allow the two forms of redirection: 

    GRE traffic from the Interceptor appliances to the Steelhead appliances

    Any TCP traffic to the Steelhead appliance in-path IP interfaces

    The company security policy might not permit you to enable either of these redirection types.

    • The firewalls do not detect the full data flow for any optimized connection. Traffic from the Steelhead appliances to the hosts at the location does not flow through the firewall. Because the data from that traffic originated at a remote host, you must scan the traffic by the firewall. 

    Figure 3‑5. Example of How Not to Deploy a Interceptor Appliance[image: ]

    Figure 3‑6 shows the Interceptor appliances are deployed as before, but the Steelhead appliances are now placed on the WAN-side of the Interceptor appliance. This prevents the firewalls from detecting any Interceptor-to-Steelhead appliance traffic, and the firewalls can detect the native form of any optimized connection. Riverbed does not recommend this configuration because placing Steelhead appliances logically on the WAN-side of the Interceptor appliance typically forces more traffic through the Interceptor appliance than the alternative.

    Figure 3‑6. Steelhead Appliance Deployed on the WAN-Side of the Interceptor appliance[image: ]

    Best Practices for Firewall Placement

    Riverbed recommends the firewall, Steelhead appliance, and Interceptor appliance placement as shown in Figure 3‑7.

    Figure 3‑7 shows that the Interceptor appliances can cover all of the paths to and from the WAN; the Steelhead appliances are on the LAN side of the Interceptor appliance, and the firewalls detect the LAN-side traffic so that they can perform all necessary content inspection.

    Figure 3‑7. Best Firewall, Steelhead Appliance, Interceptor appliance Relative Deployment Option[image: ]

  
    Interceptor Appliance Relationships

    There are several reasons to deploy more than one Interceptor appliance at the same site: 

    • To provide redirect coverage for all paths to the WAN.

    • To provide redundancy in case of an Interceptor appliance failure.

    • To ensure that the amount of traffic traversing an Interceptor appliance does not exceed its specifications.

    • To ensure that asymmetrically routed TCP connections are redirected to the correct optimizing Steelhead appliance. 

    If you deploy more than one Interceptor appliance per site, you must configure each Interceptor appliance to interact with every other Interceptor appliance in one of two ways: 

    • Failover Interceptor appliance

    • Cluster Interceptor appliance 

    You can configure the Interceptor appliance to be either a serially connected failover Interceptor appliance acting as a backup for the same network paths, or a Interceptor appliance cluster that covers different network paths or is used in a virtual in-path cluster. 

    You can configure Interceptor appliance clusters in both serial and parallel deployments. For details, see “Quad Deployment”. However, you can configure only serial Interceptor appliances for mutual failover. Interceptor appliances communicate with each other through TCP connections (with a default destination port 7860) using their in-path interface IP addresses. Riverbed recommends that you use the default gateway and routing setup to ensure LAN-side next hops to reach other Interceptor appliance in-path interfaces if they are on different subnets. 

    Because the information exchanged on these connections is vital during auto-discovery, you can manually configure the DSCP markings. This might be beneficial in environments where the LAN infrastructure can recognize and prioritize traffic based on DSCP values. Use the redirect dscp command to set a decimal DSCP value for connections to both failover buddies and clustered Interceptor appliances, in general. For details, see the Riverbed Command-Line Interface Reference Manual.

    Deploying Failover Interceptor Appliances

    You must deploy failover Interceptor appliances physically in-path on all of the same physical links. Failover Interceptor appliances share information about any flows that are being redirected, as well as flows that are going through the auto-discovery process. 

    For a failover Interceptor appliance configuration with multiple in-path interfaces you must configure the IP addresses for all interfaces. Riverbed recommends that you enable the multi-interface configuration option, even if you only use a single in-path interface.

    If a failover Interceptor appliance becomes unavailable, either due to network connectivity issues or because one Interceptor appliance has suffered a failure, the remaining Interceptor appliance continues to redirect packets for existing optimized connections and for any new connections so that auto-discovery (and potential optimization) can occur. 

    Serial failover Interceptor appliances are similar to Steelhead appliances in a serial cluster, in which even in normal operation, both Interceptor appliances are both actively redirecting traffic. 

    Figure 3‑8. Interceptor Appliances Deployed in a Failover Configuration[image: ]

    You can configure only one failover Interceptor appliance per Interceptor appliance. For details on how failover Interceptor appliances communicate, see “Traffic Redirection”.

    Tip: In Interceptor appliance v3.0 and later, you configure a failover Interceptor appliance in the Management Console exactly as you would a Interceptor appliance cluster prior to v3.0, but select Use for Failover to denote that this is a serial failover Interceptor appliance. Alternatively, from the CLI, you can run the failover interceptor command. 

    The following example shows the CLI configuration for Figure 3‑8.

    To configure failover Interceptor appliances as shown in Figure 3‑8

    1.	Connect to Interceptor appliance 1 and enter the following commands:

    interface inpath0_0 ip address 10.1.0.6 /24

    in-path interface inpath0_0 enable

    ip in-path-gateway inpath0_0 10.1.0.1

    ip in-path route inpath0_0 172.16.0.0 255.255.255.0 10.1.0.2

    ip in-path route inpath0_0 10.2.0.0 255.255.255.0 10.1.0.2

    interface inpath0_1 ip address 10.2.0.6 /24

    in-path interface inpath0_1 enable

    ip in-path-gateway inpath0_1 10.2.0.1

    ip in-path route inpath0_1 172.16.0.0 255.255.255.0 10.2.0.2

    ip in-path route inpath0_1 10.1.0.0 255.255.255.0 10.2.0.2

    failover interceptor name interceptor2 main-ip 10.1.0.7

    failover interceptor name interceptor2 additional-ip 10.2.0.7

    steelhead communication multi-interface enable

    steelhead name Steelhead appliance main-ip 172.16.0.10

    2.	Connect to Interceptor appliance 2 and enter the following commands:

    interface inpath0_0 ip address 10.1.0.7 /24

    in-path interface inpath0_0 enable

    ip in-path-gateway inpath0_0 10.1.0.1

    ip in-path route inpath0_0 172.16.0.0 255.255.255.0 10.1.0.2

    ip in-path route inpath0_0 10.2.0.0 255.255.255.0 10.1.0.2

    interface inpath0_1 ip address 10.2.0.7 /24

    in-path interface inpath0_1 enable

    ip in-path-gateway inpath0_1 10.2.0.1

    ip in-path route inpath0_1 172.16.0.0 255.255.255.0 10.2.0.2

    ip in-path route inpath0_1 10.1.0.0 255.255.255.0 10.2.0.2

    failover interceptor name interceptor2 main-ip 10.1.0.6

    failover interceptor name interceptor2 additional-ip 10.2.0.6

    steelhead communication multi-interface enable

    steelhead name Steelhead appliance main-ip 172.16.0.10

    Deploying Interceptor Appliances in Clusters

    Clustered Interceptor appliances, formerly called redirect peers, share information about any flows that are redirected or are going through the auto-discovery process. You deploy clustered Interceptor appliances physically in-path on different physical links or within a virtual in-path cluster. In v3.0 and later, you can configure clustered Interceptor appliances in the Interceptor Management Console in the Configure > Interceptor appliance page, or in the CLI using the interceptor commands. 

    Note: Do not select the Use with Failover check box in the Interceptor Management Console or use the failover interceptor command to configure Interceptor appliance clusters. 

    You must configure clustered Interceptor appliances with multiple in-path interfaces to have the IP addresses for all interfaces, and you must enable the multi-interface option. (Riverbed recommends that you enable the multi-interface option, even if only a single in-path interface is used.)

    An Interceptor appliance might have many clustered Interceptor appliances configured. Although there is no hard limit to the number of clustered Interceptor appliances supported, the communication required per Interceptor appliance during auto-discovery acts as a limiting factor to the maximum number. Riverbed tests up to four clustered appliances per Interceptor appliance. For details on how Interceptor appliance clusters communicate, see “Traffic Redirection”.

    If any clustered Interceptor appliance becomes unavailable, another Interceptor appliance continues to redirect packets for new, and existing, optimized connections. When an Interceptor appliance redirects packets for auto-discovery on newly established connections, the Interceptor appliance is controlled by a configuration setting called redirect allow-failure. 

    Be careful using redirect operations in your network design if you use allow-failure to ensure continuing redirection, so that this does not result in asymmetric routing. For details, see “Cluster Member Failures”.

    Figure 3‑9. Interceptor Appliances Deployed in a Cluster[image: ]

    To configure the Interceptor appliances in a cluster as shown in Figure 3‑9 

    1.	Connect to Interceptor appliance 1 and enter the following commands:

    interface inpath0_0 ip address 10.1.0.6 /24

    in-path interface inpath0_0 enable

    ip in-path-gateway inpath0_0 10.1.0.1

    ip in-path route inpath0_0 10.3.0.0 255.255.255.0 10.1.0.2

    ip in-path route inpath0_0 10.4.0.0 255.255.255.0 10.1.0.2

    ip in-path route inpath0_0 172.16.0.0 255.255.255.0 10.1.0.2

    interface inpath0_1 ip address 10.2.0.6 /24

    in-path interface inpath0_1 enable

    ip in-path-gateway inpath0_1 10.2.0.1

    ip in-path route inpath0_1 10.3.0.0 255.255.255.0 10.2.0.2

    ip in-path route inpath0_1 10.4.0.0 255.255.255.0 10.2.0.2

    ip in-path route inpath0_1 172.16.0.0 255.255.255.0 10.2.0.2

    interceptor communication multi-interface enable

    interceptor name interceptor2 main-ip 10.3.0.6

    interceptor name interceptor2 additional-ip 10.4.0.6

    steelhead communication multi-interface enable

    steelhead name Steelhead appliance main-ip 172.16.0.10

    2.	Connect to Interceptor appliance 2 and enter the following commands:

    interface inpath0_0 ip address 10.3.0.6 /24

    in-path interface inpath0_0 enable

    ip in-path-gateway inpath0_0 10.3.0.1

    ip in-path route inpath0_0 10.1.0.0 255.255.255.0 10.3.0.2

    ip in-path route inpath0_0 10.2.0.0 255.255.255.0 10.3.0.2

    ip in-path route inpath0_0 172.16.0.0 255.255.255.0 10.3.0.2

    interface inpath0_1 ip address 10.4.0.6 /24

    in-path interface inpath0_1 enable

    ip in-path-gateway inpath0_1 10.4.0.1

    ip in-path route inpath0_1 10.1.0.0 255.255.255.0 10.4.0.2

    ip in-path route inpath0_1 10.2.0.0 255.255.255.0 10.4.0.2

    ip in-path route inpath0_1 172.16.0.0 255.255.255.0 10.4.0.2

    interceptor communication multi-interface enable

    interceptor name interceptor1 main-ip 10.1.0.6

    interceptor name interceptor1 additional-ip 10.2.0.6

    steelhead communication multi-interface enable

    steelhead name Steelhead appliance main-ip 172.16.0.10

    Unsupported Deployments

    Important: Riverbed only supports Interceptor appliance deployments in which each appliance in the Interceptor appliance pair in the cluster is either configured as a failover Interceptor appliance and located on the same in-path links, or is configured as a clustered Interceptor appliance and does not have any common in-path links.

    Figure 3‑10 shows an example of an unsupported deployment. Interceptor appliance 1 and 2 cannot be failover Interceptor appliances because they are not deployed on all of the same in-path links. They cannot be clustered Interceptor appliances because they have a common in-path link.

    Figure 3‑10. Example of an Unsupported Interceptor Appliance Deployment[image: ]

  
    Cluster Member Failures

    If an Interceptor appliance that is part of a cluster fails, the impact on the cluster and optimization depends on:

    • whether you enable fail-to-block mode on the failed Interceptor appliance.

    • whether you configured the failed Interceptor appliance for failover with any live Interceptor appliances.

    • for the remaining Interceptor appliances, whether you enabled their redirect allow-failure option.

    When an Interceptor appliance fails or becomes unreachable, any remaining failover and clustered Interceptor appliances continue to redirect packets for existing optimized connections to the appropriate Steelhead appliance cluster. It is useful to enable redundancy for unplanned failures and for planned maintenance that might require disabling the failed Interceptor appliance or temporarily removing it from the network. 

    If the failover appliance of an Interceptor appliance becomes unavailable, either due to network connectivity issues or because the failover Interceptor appliance has suffered a failure, the Interceptor appliance continues to redirect packets for existing optimized connections, as well as for any new connections so that auto-discovery (and potential optimization) can occur.

    Figure 3‑11 shows Interceptor appliance 1 with failover Interceptor appliance 2. You typically configure fail-to-wire mode (instead of fail-to-block) on Interceptor appliances with failover, so that traffic continues to reach remaining failover Interceptor appliances for redirection.

    Figure 3‑11. Failure of a Failover Interceptor Appliance[image: ]

    You can configure how Interceptor appliance clusters react to an Interceptor appliance failure. Figure 3‑12 shows failed Interceptor appliance 1 with Interceptor appliance 2. If you configure Interceptor appliance 1 for fail-to-block, then all links to or from the WAN pass through Interceptor appliance 2 after the failure. If you configure Interceptor appliance 1 for fail-to-wire, there are links to and from the WAN without redirection coverage after the failure. TCP connections that are routed asymmetrically across links without redirection cannot be optimized. Therefore, an Interceptor appliance must be able to detect if the unavailability of another appliance implies that there are links without redirection coverage.

    Figure 3‑12. Failure of a Cluster Interceptor Appliance[image: ]

    If any clustered Interceptor appliance becomes unavailable, another Interceptor appliance continues to redirect packets for existing optimized connections. When it redirects packets for auto-discovery on newly established connections, it is controlled by a configuration setting called redirect allow-failure. This is similar in concept to the allow-failure feature on Steelhead appliances. For details, see the Steelhead Appliance Deployment Guide.

    After a clustered Interceptor appliance is unavailable, another Interceptor appliance forwards packets for auto-discovery if the allow-failure feature is enabled. If the allow-failure feature is disabled, the Interceptor appliance does not redirect new connections until you:

    • restore the failed clustered Interceptor appliance.

    • replace the failed Interceptor appliance with a new appliance with the same in-path IP addresses.

    • change the configuration of the live Interceptor appliance.

    The default setting for redirect allow-failure is disabled. You can configure the redirect allow-failure feature with the interceptor communication allow-failure enable command. 

    If a Steelhead appliance fails or becomes unreachable, then an Interceptor appliance stops redirecting packets for any optimized connections that were owned by the Steelhead appliance. An Interceptor appliance stops redirecting packets to the Steelhead appliance for auto-discovery. For details about how to use multiple Steelhead appliances for redundancy, see “Traffic Redirection”.

  
    Standard Cluster Types

    The Interceptor appliance relationships and failure reaction features are typically combined in several ways for actual Interceptor deployments. You can deploy Interceptor appliance clusters in the following ways:

    • “Series Deployment”

    • “Parallel with Fail-to-Block Deployment”

    • “Quad Deployment”

    • “Virtual In-Path Interceptor Appliance Cluster”

    Figure 3‑13 shows the three primary physical in-path types of deployments: series, parallel with fail-to-block, and quad. In each of these deployment types, optimization of existing and new connections can continue despite the failure of any single Interceptor appliance. 

    Figure 3‑13. Three Primary Types of Interceptor Appliance Deployments: Series, Parallel with Fail-to-Block, and Quad[image: ]

    Series Deployment

    In a series deployment, you install two Interceptor appliances. You configure each Interceptor appliance as the failover Interceptor appliance for the other. Use the default fail-to-wire mode on all Interceptor appliances. Optimization for existing and new connections can continue despite the failure of a single Interceptor appliance. 

    Figure 3‑14. Interceptor Appliance Series Deployment[image: ]

    The following example shows the CLI configuration for series deployment for Figure 3‑14.

    To configure an Interceptor appliance series deployment as shown in Figure 3‑14

    1.	Connect to Steelhead appliance 1 and enter the following commands:

    interface inpath0_0 ip address 172.16.0.10 /24

    ip in-path-gateway inpath0_0 172.16.0.1

    interface inpath0_1 ip address 172.17.0.10 /24

    ip in-path-gateway inpath0_1 172.17.0.1

    in-path enable

    in-path oop enable

    steelhead communication enable

    steelhead communication multi-interface enable

    steelhead name interceptor1 main-ip 10.1.0.6

    steelhead name interceptor1 additional-ip 10.2.0.6

    steelhead name interceptor2 main-ip 10.1.0.7

    steelhead name interceptor2 additional-ip 10.2.0.7

    2.	Connect to Steelhead appliance 2 and enter the following commands:

    interface inpath0_0 ip address 172.18.0.10 /24

    ip in-path-gateway inpath0_0 172.18.0.1

    interface inpath0_1 ip address 172.19.0.10 /24

    ip in-path-gateway inpath0_1 172.18.0.1

    in-path enable

    in-path oop enable

    steelhead communication enable

    steelhead communication multi-interface enable

    steelhead name interceptor1 main-ip 10.1.0.6

    steelhead name interceptor1 additional-ip 10.2.0.6

    steelhead name interceptor2 main-ip 10.1.0.7

    steelhead name interceptor2 additional-ip 10.2.0.7

    3.	Connect to Interceptor appliance 1 and enter the following commands:

    interface inpath0_0 ip address 10.1.0.6 /24

    in-path interface inpath0_0 enable

    ip in-path-gateway inpath0_0 10.1.0.1

    ip in-path route inpath0_0 10.2.0.0 255.255.255.0 10.1.0.2

    ip in-path route inpath0_0 172.16.0.0 255.255.255.0 10.1.0.2

    ip in-path route inpath0_0 172.17.0.0 255.255.255.0 10.1.0.2

    ip in-path route inpath0_0 172.18.0.0 255.255.255.0 10.1.0.2

    ip in-path route inpath0_0 172.19.0.0 255.255.255.0 10.1.0.2

    interface inpath0_1 ip address 10.2.0.6 /24

    in-path interface inpath0_1 enable

    ip in-path-gateway inpath0_1 10.2.0.1

    ip in-path route inpath0_1 10.1.0.0 255.255.255.0 10.2.0.2

    ip in-path route inpath0_1 172.16.0.0 255.255.255.0 10.2.0.2

    ip in-path route inpath0_1 172.17.0.0 255.255.255.0 10.2.0.2

    ip in-path route inpath0_1 172.18.0.0 255.255.255.0 10.2.0.2

    ip in-path route inpath0_1 172.19.0.0 255.255.255.0 10.2.0.2

    interceptor name interceptor2 main-ip 10.1.0.7

    interceptor name interceptor2 additional-ip 10.2.0.7

    failover interceptor name interceptor2

    steelhead communication multi-interface enable

    steelhead name Steelhead appliance1 main-ip 172.16.0.10

    steelhead name Steelhead appliance1 additional-ip 172.17.0.10

    steelhead name Steelhead appliance2 main-ip 172.18.0.10

    steelhead name Steelhead appliance2 additional-ip 172.19.0.10

    4.	Connect to Interceptor appliance 2 and enter the following commands:

    interface inpath0_0 ip address 10.1.0.7 /24

    in-path interface inpath0_0 enable

    ip in-path-gateway inpath0_0 10.1.0.1

    ip in-path route inpath0_0 10.2.0.0 255.255.255.0 10.1.0.2

    ip in-path route inpath0_0 172.16.0.0 255.255.255.0 10.1.0.2

    ip in-path route inpath0_0 172.17.0.0 255.255.255.0 10.1.0.2

    ip in-path route inpath0_0 172.18.0.0 255.255.255.0 10.1.0.2

    ip in-path route inpath0_0 172.19.0.0 255.255.255.0 10.1.0.2

    interface inpath0_1 ip address 10.2.0.7 /24

    in-path interface inpath0_1 enable

    ip in-path-gateway inpath0_1 10.2.0.1

    ip in-path route inpath0_1 10.1.0.0 255.255.255.0 10.2.0.2

    ip in-path route inpath0_1 172.16.0.0 255.255.255.0 10.2.0.2

    ip in-path route inpath0_1 172.17.0.0 255.255.255.0 10.2.0.2

    ip in-path route inpath0_1 172.18.0.0 255.255.255.0 10.2.0.2

    ip in-path route inpath0_1 172.19.0.0 255.255.255.0 10.2.0.2

    failover interceptor name interceptor1 main-ip 10.1.0.6

    failover interceptor name interceptor1 additional-ip 10.2.0.6

    steelhead communication multi-interface enable

    steelhead name Steelhead appliance1 main-ip 172.16.0.10

    steelhead name Steelhead appliance1 additional-ip 172.17.0.10

    steelhead name Steelhead appliance2 main-ip 172.18.0.10

    steelhead name Steelhead appliance2 additional-ip 172.19.0.10

    Parallel with Fail-to-Block Deployment

    In a parallel with fail-to-block deployment, you install two Interceptor appliances and configure each as part of the same cluster. In both Interceptor appliances, you disable the fail-to-wire mode and enable the allow-failure option. When an Interceptor appliance fails, it prevents traffic from flowing through its in-path links. You can use this deployment when a network uses a routing or switching protocol that can cause the traffic flow after a failure to continue only along the remaining available paths to the WAN.

    Note: If both Interceptor appliances fail, traffic is unable to reach the WAN. This typically matches existing network designs that are configured to survive a single point of failure but might not survive double failures.

    Figure 3‑15. Interceptor Appliance Parallel with Fail-To-Block Deployment[image: ]

    The following example shows the CLI configuration for a parallel with fail-to-block deployment as shown in Figure 3‑15.

    To configure the Interceptor appliance parallel with fail-to-block as shown in Figure 3‑15

    1.	Connect to Steelhead appliance 1 and enter the following commands:

    interface inpath0_0 ip address 172.16.0.10 /24

    ip in-path-gateway inpath0_0 172.16.0.1

    interface inpath0_1 ip address 172.17.0.10 /24

    ip in-path-gateway inpath0_1 172.17.0.1

    in-path enable

    in-path oop enable

    steelhead communication enable

    steelhead communication multi-interface enable

    steelhead communication allow-failure

    steelhead name interceptor1 main-ip 10.1.0.6

    steelhead name interceptor1 additional-ip 10.2.0.6

    steelhead name interceptor2 main-ip 10.3.0.6

    steelhead name interceptor2 additional-ip 10.4.0.6

    2.	Connect to Steelhead appliance 2 and enter the following commands:

    interface inpath0_0 ip address 172.18.0.10 /24

    ip in-path-gateway inpath0_0 172.18.0.1

    interface inpath0_1 ip address 172.19.0.10 /24

    ip in-path-gateway inpath0_1 172.19.0.1

    in-path enable

    in-path oop enable

    steelhead communication enable

    steelhead communication multi-interface enable

    steelhead communication allow-failure

    steelhead name interceptor1 main-ip 10.1.0.6

    steelhead name interceptor1 additional-ip 10.2.0.6

    steelhead name interceptor2 main-ip 10.3.0.6

    steelhead name interceptor2 additional-ip 10.4.0.6

    3.	Connect to Interceptor appliance 1 and enter the following commands:

    interface inpath0_0 ip address 10.1.0.6 /24

    in-path interface inpath0_0 enable

    no interface inpath0_0 fail-to-bypass enable

    ip in-path-gateway inpath0_0 10.1.0.1

    ip in-path route inpath0_0 10.3.0.0 255.255.255.0 10.1.0.2

    ip in-path route inpath0_0 10.4.0.0 255.255.255.0 10.1.0.2

    ip in-path route inpath0_0 172.16.0.0 255.255.255.0 10.1.0.2

    ip in-path route inpath0_0 172.17.0.0 255.255.255.0 10.1.0.2

    ip in-path route inpath0_0 172.18.0.0 255.255.255.0 10.1.0.2

    ip in-path route inpath0_0 172.19.0.0 255.255.255.0 10.1.0.2

    interface inpath0_1 ip address 10.2.0.6 /24

    ip in-path-gateway inpath0_1 10.2.0.1

    in-path interface inpath0_1 enable

    no interface inpath0_1 fail-to-bypass enable

    ip in-path route inpath0_1 10.3.0.0 255.255.255.0 10.2.0.2

    ip in-path route inpath0_1 10.4.0.0 255.255.255.0 10.2.0.2

    ip in-path route inpath0_1 172.16.0.0 255.255.255.0 10.2.0.2

    ip in-path route inpath0_1 172.17.0.0 255.255.255.0 10.2.0.2

    ip in-path route inpath0_1 172.18.0.0 255.255.255.0 10.2.0.2

    ip in-path route inpath0_1 172.19.0.0 255.255.255.0 10.2.0.2

    interceptor communication allow-failure enable

    interceptor communication multi-interface enable

    interceptor name interceptor2 main-ip 10.3.0.6

    interceptor name interceptor2 additional-ip 10.4.0.6

    steelhead communication allow-failure

    steelhead communication multi-interface enable

    steelhead name Steelhead appliance1 main-ip 172.16.0.10

    steelhead name Steelhead appliance1 additional-ip 172.17.0.10

    steelhead name Steelhead appliance2 main-ip 172.18.0.10

    steelhead name Steelhead appliance2 additional-ip 172.19.0.10

    4.	Connect to Interceptor appliance 2 and enter the following commands:

    interface inpath0_0 ip address 10.3.0.6 /24

    no interface inpath0_0 fail-to-bypass enable

    in-path interface inpath0_0 enable

    ip in-path-gateway inpath0_0 10.3.0.1

    ip in-path route inpath0_0 10.1.0.0 255.255.255.0 10.3.0.2

    ip in-path route inpath0_0 10.2.0.0 255.255.255.0 10.3.0.2

    ip in-path route inpath0_0 172.16.0.0 255.255.255.0 10.3.0.2

    ip in-path route inpath0_0 172.17.0.0 255.255.255.0 10.3.0.2

    ip in-path route inpath0_0 172.18.0.0 255.255.255.0 10.3.0.2

    ip in-path route inpath0_0 172.19.0.0 255.255.255.0 10.3.0.2

    interface inpath0_1 ip address 10.4.0.6 /24

    no interface inpath0_1 fail-to-bypass enable

    in-path interface inpath0_1 enable

    ip in-path-gateway inpath0_1 10.4.0.1

    ip in-path route inpath0_1 10.1.0.0 255.255.255.0 10.4.0.2

    ip in-path route inpath0_1 10.2.0.0 255.255.255.0 10.4.0.2

    ip in-path route inpath0_1 172.16.0.0 255.255.255.0 10.4.0.2

    ip in-path route inpath0_1 172.17.0.0 255.255.255.0 10.4.0.2

    ip in-path route inpath0_1 172.18.0.0 255.255.255.0 10.4.0.2

    ip in-path route inpath0_1 172.19.0.0 255.255.255.0 10.4.0.2

    interceptor communication allow-failure enable

    interceptor communication multi-interface enable

    interceptor name interceptor1 main-ip 10.1.0.6

    interceptor name interceptor1 additional-ip 10.2.0.6

    steelhead communication allow-failure

    steelhead communication multi-interface enable

    steelhead name Steelhead appliance1 main-ip 172.16.0.10

    steelhead name Steelhead appliance1 additional-ip 172.17.0.10

    steelhead name Steelhead appliance2 main-ip 172.18.0.10

    steelhead name Steelhead appliance2 additional-ip 172.19.0.10

    Quad Deployment

    In a quad deployment, you install four Interceptor appliances. For each Interceptor appliance, you configure one failover Interceptor appliance and two neighbors, using the default fail-to-wire mode on all Interceptor appliances. In this deployment, optimization for existing and new connections can continue despite the failure of any single Interceptor appliance; if two Interceptor appliances failed, as long as the two failed Interceptor appliances are not failover buddies. 

    If two Interceptor appliances that are failover buddies fail, there is still a path to the WAN where redirection does not occur. The remaining Interceptor appliances continue to redirect packets for optimized connections, but do not redirect packets for any new connections. Do not use the interceptor communication allow-failure enable command in this type of deployment. 

    Compared to the parallel deployment, an Interceptor appliance failure in a quad deployment does not cause traffic routing or switching patterns to change, while still allowing optimization to continue. 

    Riverbed recommends that you use the debug validate deployment command when you configure a quad deployment. This verifies that all devices in the cluster are appropriately configured with each other's information. 

    Figure 3‑16. Interceptor Appliance Quad Deployment[image: ]

    The following example shows the CLI configuration for a quad deployment as shown in Figure 3‑16.

    To configure the Interceptor appliance quad deployment as shown in Figure 3‑16

    1.	Connect to Steelhead appliance 1 and enter the following commands:

    interface inpath0_0 ip address 172.16.0.10 /24

    ip in-path-gateway inpath0_0 172.16.0.1

    interface inpath0_1 ip address 172.17.0.10 /24

    ip in-path-gateway inpath0_1 172.17.0.1

    in-path enable

    in-path oop enable

    steelhead communication enable

    steelhead communication multi-interface enable

    steelhead name interceptor1 main-ip 10.1.0.6

    steelhead name interceptor1 additional-ip 10.2.0.6

    steelhead name interceptor2 main-ip 10.1.0.7

    steelhead name interceptor2 additional-ip 10.2.0.7

    steelhead name interceptor3 main-ip 10.3.0.6

    steelhead name interceptor3 additional-ip 10.4.0.6

    steelhead name interceptor4 main-ip 10.3.0.7

    steelhead name interceptor4 additional-ip 10.4.0.7

    2.	Connect to Steelhead appliance 2 and enter the following commands:

    interface inpath0_0 ip address 172.18.0.10 /24

    ip in-path-gateway inpath0_0 172.18.0.1

    interface inpath0_1 ip address 172.19.0.10 /24

    ip in-path-gateway inpath0_1 172.19.0.1

    in-path enable

    in-path oop enable

    steelhead communication enable

    steelhead communication multi-interface enable

    steelhead name interceptor1 main-ip 10.1.0.6

    steelhead name interceptor1 additional-ip 10.2.0.6

    steelhead name interceptor2 main-ip 10.1.0.7

    steelhead name interceptor2 additional-ip 10.2.0.7

    steelhead name interceptor3 main-ip 10.3.0.6

    steelhead name interceptor3 additional-ip 10.4.0.6

    steelhead name interceptor4 main-ip 10.3.0.7

    steelhead name interceptor4 additional-ip 10.4.0.7

    3.	Connect to Interceptor appliance 1 and enter the following commands:

    interface inpath0_0 ip address 10.1.0.6 /24

    in-path interface inpath0_0 enable

    ip in-path-gateway inpath0_0 10.1.0.1

    ip in-path route inpath0_0 10.2.0.0 255.255.255.0 10.1.0.2

    ip in-path route inpath0_0 10.3.0.0 255.255.255.0 10.1.0.2

    ip in-path route inpath0_0 10.4.0.0 255.255.255.0 10.1.0.2

    ip in-path route inpath0_0 172.16.0.0 255.255.255.0 10.1.0.2

    ip in-path route inpath0_0 172.17.0.0 255.255.255.0 10.1.0.2

    ip in-path route inpath0_0 172.18.0.0 255.255.255.0 10.1.0.2

    ip in-path route inpath0_0 172.19.0.0 255.255.255.0 10.1.0.2

    interface inpath0_1 ip address 10.2.0.6 /24

    in-path interface inpath0_1 enable

    ip in-path-gateway inpath0_1 10.2.0.1

    ip in-path route inpath0_1 10.1.0.0 255.255.255.0 10.2.0.2

    ip in-path route inpath0_1 10.3.0.0 255.255.255.0 10.2.0.2

    ip in-path route inpath0_1 10.4.0.0 255.255.255.0 10.2.0.2

    ip in-path route inpath0_1 172.16.0.0 255.255.255.0 10.2.0.2

    ip in-path route inpath0_1 172.17.0.0 255.255.255.0 10.2.0.2

    ip in-path route inpath0_1 172.18.0.0 255.255.255.0 10.2.0.2

    ip in-path route inpath0_1 172.19.0.0 255.255.255.0 10.2.0.2

    interceptor communication multi-interface enable

    interceptor name interceptor3 main-ip 10.3.0.6

    interceptor name interceptor3 additional-ip 10.4.0.6

    interceptor name interceptor4 main-ip 10.3.0.7

    interceptor name interceptor4 additional-ip 10.4.0.7

    failover interceptor name interceptor2 main-ip 10.1.0.7

    failover interceptor name interceptor2 additional-ip 10.2.0.7

    steelhead communication multi-interface enable

    steelhead name Steelhead appliance1 main-ip 172.16.0.10

    steelhead name Steelhead appliance1 additional-ip 172.17.0.10

    steelhead name Steelhead appliance2 main-ip 172.18.0.10

    steelhead name Steelhead appliance2 additional-ip 172.19.0.10

    4.	Connect to Interceptor appliance 2 and enter the following commands:

    interface inpath0_0 ip address 10.1.0.7 /24

    in-path interface inpath0_0 enable

    ip in-path-gateway inpath0_0 10.1.0.1

    ip in-path route inpath0_0 10.2.0.0 255.255.255.0 10.1.0.2

    ip in-path route inpath0_0 10.3.0.0 255.255.255.0 10.1.0.2

    ip in-path route inpath0_0 10.4.0.0 255.255.255.0 10.1.0.2

    ip in-path route inpath0_0 172.16.0.0 255.255.255.0 10.1.0.2

    ip in-path route inpath0_0 172.17.0.0 255.255.255.0 10.1.0.2

    ip in-path route inpath0_0 172.18.0.0 255.255.255.0 10.1.0.2

    ip in-path route inpath0_0 172.19.0.0 255.255.255.0 10.1.0.2

    interface inpath0_1 ip address 10.2.0.7 /24

    in-path interface inpath0_1 enable

    ip in-path-gateway inpath0_1 10.2.0.1

    ip in-path route inpath0_1 10.1.0.0 255.255.255.0 10.2.0.2

    ip in-path route inpath0_1 10.3.0.0 255.255.255.0 10.2.0.2

    ip in-path route inpath0_1 10.4.0.0 255.255.255.0 10.2.0.2

    ip in-path route inpath0_1 172.16.0.0 255.255.255.0 10.2.0.2

    ip in-path route inpath0_1 172.17.0.0 255.255.255.0 10.2.0.2

    ip in-path route inpath0_1 172.18.0.0 255.255.255.0 10.2.0.2

    ip in-path route inpath0_1 172.19.0.0 255.255.255.0 10.2.0.2

    interceptor communication multi-interface enable

    interceptor name interceptor3 main-ip 10.3.0.6

    interceptor name interceptor3 additional-ip 10.4.0.6

    interceptor name interceptor4 main-ip 10.3.0.7

    interceptor name interceptor4 additional-ip 10.4.0.7

    failover interceptor name interceptor1 main-ip 10.1.0.6

    failover interceptor name interceptor1 additional-ip 10.2.0.6

    steelhead communication multi-interface enable

    steelhead name Steelhead appliance1 main-ip 172.16.0.10

    steelhead name Steelhead appliance1 additional-ip 172.17.0.10

    steelhead name Steelhead appliance2 main-ip 172.18.0.10

    steelhead name Steelhead appliance2 additional-ip 172.19.0.10

    5.	Connect to Interceptor appliance 3 and enter the following commands:

    interface inpath0_0 ip address 10.3.0.6 /24

    in-path interface inpath0_0 enable

    ip in-path-gateway inpath0_0 10.3.0.1

    ip in-path route inpath0_0 10.1.0.0 255.255.255.0 10.3.0.2

    ip in-path route inpath0_0 10.2.0.0 255.255.255.0 10.3.0.2

    ip in-path route inpath0_0 10.4.0.0 255.255.255.0 10.3.0.2

    ip in-path route inpath0_0 172.16.0.0 255.255.255.0 10.3.0.2

    ip in-path route inpath0_0 172.17.0.0 255.255.255.0 10.3.0.2

    ip in-path route inpath0_0 172.18.0.0 255.255.255.0 10.3.0.2

    ip in-path route inpath0_0 172.19.0.0 255.255.255.0 10.3.0.2

    interface inpath0_1 ip address 10.4.0.6 /24

    in-path interface inpath0_1 enable

    ip in-path-gateway inpath0_1 10.4.0.1

    ip in-path route inpath0_1 10.1.0.0 255.255.255.0 10.4.0.2

    ip in-path route inpath0_1 10.2.0.0 255.255.255.0 10.4.0.2

    ip in-path route inpath0_1 10.3.0.0 255.255.255.0 10.4.0.2

    ip in-path route inpath0_1 172.16.0.0 255.255.255.0 10.4.0.2

    ip in-path route inpath0_1 172.17.0.0 255.255.255.0 10.4.0.2

    ip in-path route inpath0_1 172.18.0.0 255.255.255.0 10.4.0.2

    ip in-path route inpath0_1 172.19.0.0 255.255.255.0 10.4.0.2

    interceptor communication multi-interface enable

    interceptor name interceptor1 main-ip 10.1.0.6

    interceptor name interceptor1 additional-ip 10.2.0.6

    interceptor name interceptor2 main-ip 10.1.0.7

    interceptor name interceptor2 additional-ip 10.2.0.7

    failover interceptor name interceptor4 main-ip 10.3.0.7

    failover interceptor name interceptor4 additional-ip 10.4.0.7

    steelhead communication multi-interface enable

    steelhead name Steelhead appliance1 main-ip 172.16.0.10

    steelhead name Steelhead appliance1 additional-ip 172.17.0.10

    steelhead name Steelhead appliance2 main-ip 172.18.0.10

    steelhead name Steelhead appliance2 additional-ip 172.19.0.10

    6.	Connect to Interceptor appliance 4 and enter the following commands:

    interface inpath0_0 ip address 10.3.0.7 /24

    in-path interface inpath0_0 enable

    ip in-path-gateway inpath0_0 10.3.0.1

    ip in-path route inpath0_0 10.1.0.0 255.255.255.0 10.3.0.2

    ip in-path route inpath0_0 10.2.0.0 255.255.255.0 10.3.0.2

    ip in-path route inpath0_0 10.4.0.0 255.255.255.0 10.3.0.2

    ip in-path route inpath0_0 172.16.0.0 255.255.255.0 10.3.0.2

    ip in-path route inpath0_0 172.17.0.0 255.255.255.0 10.3.0.2

    ip in-path route inpath0_0 172.18.0.0 255.255.255.0 10.3.0.2

    ip in-path route inpath0_0 172.19.0.0 255.255.255.0 10.3.0.2

    interface inpath0_1 ip address 10.4.0.7 /24

    in-path interface inpath0_1 enable

    ip in-path-gateway inpath0_1 10.4.0.1

    ip in-path route inpath0_1 10.1.0.0 255.255.255.0 10.4.0.2

    ip in-path route inpath0_1 10.2.0.0 255.255.255.0 10.4.0.2

    ip in-path route inpath0_1 10.3.0.0 255.255.255.0 10.4.0.2

    ip in-path route inpath0_1 172.16.0.0 255.255.255.0 10.4.0.2

    ip in-path route inpath0_1 172.17.0.0 255.255.255.0 10.4.0.2

    ip in-path route inpath0_1 172.18.0.0 255.255.255.0 10.4.0.2

    ip in-path route inpath0_1 172.19.0.0 255.255.255.0 10.4.0.2

    interceptor communication multi-interface enable

    interceptor name interceptor1 main-ip 10.1.0.6

    interceptor name interceptor1 additional-ip 10.2.0.6

    interceptor name interceptor2 main-ip 10.1.0.7

    interceptor name interceptor2 additional-ip 10.2.0.7

    failover interceptor name interceptor3 main-ip 10.3.0.6

    failover interceptor name interceptor3 additional-ip 10.4.0.6

    steelhead communication multi-interface enable

    steelhead name Steelhead appliance1 main-ip 172.16.0.10

    steelhead name Steelhead appliance1 additional-ip 172.17.0.10

    steelhead name Steelhead appliance2 main-ip 172.18.0.10

    steelhead name Steelhead appliance2 additional-ip 172.19.0.10

    Virtual In-Path Interceptor Appliance Cluster

    In a virtual in-path Interceptor appliance cluster, you install two or more Interceptor appliances in a cluster as neighbor Interceptor appliances rather than failover Interceptor appliances. Configure each Interceptor appliance as a neighbor for the others and enable the interceptor communication allow-failure enable command. Unlike physical in-path clusters, virtual in-path clusters rely on the redirecting network device to determine failover to remaining Interceptor appliances. For instance, Interceptor appliances deployed with WCCP have the same time-out period of up to 30 seconds before a router recognizes an Interceptor appliance failure.

    In a virtual in-path Steelhead appliance cluster, you must plan carefully to determine what traffic is redirected to the Steelhead appliances. You must often use mask assignment or multiple service groups with WCCP, and you can use multiple next hops and different permit sequences with PBR. The main advantage of using virtual in-path Interceptor appliances instead of direct virtual in-path Steelhead appliances is that the Interceptor appliance intelligent load-balancing algorithms are still used to determine Steelhead appliance redirection. It is not as critical to plan which Interceptor appliance receives what traffic, because all Interceptor appliances in the cluster exchange information and redirect consistently to the Steelhead appliances.

    Figure 3‑17. Virtual In-Path Interceptor Appliance Cluster Deployment[image: ]

    To configure the Interceptor appliance virtual in-path cluster as shown in Figure 3‑17

    1.	Connect to Steelhead appliance 1 and enter the following commands:

    interface inpath0_0 ip address 10.1.0.20 /24

    ip in-path-gateway inpath0_0 10.1.0.1

    in-path enable

    in-path oop enable

    steelhead communication enable

    steelhead communication multi-interface enable

    steelhead communication allow-failure

    steelhead name interceptor1 main-ip 10.1.0.6

    steelhead name interceptor2 main-ip 10.1.0.7

    2.	Connect to Steelhead appliance 2 and enter the following commands:

    interface inpath0_0 ip address 10.1.0.21 /24

    ip in-path-gateway inpath0_0 10.1.0.1

    in-path enable

    in-path oop enable

    steelhead communication enable

    steelhead communication multi-interface enable

    steelhead communication allow-failure

    steelhead name interceptor1 main-ip 10.1.0.6

    steelhead name interceptor2 main-ip 10.1.0.7

    3.	Connect to Interceptor appliance 1 and enter the following commands:

    in-path oop enable

    interface inpath0_0 ip address 10.1.0.6 /24

    in-path interface inpath0_0 enable

    #--- Although not always required, no fail-to-bypass is often used to ensure the link goes down 

    #--- if service is stopped. This allows for failover mechanisms like object tracking or CDP

    #--- to see that the Interceptor appliance is no longer available

    no interface inpath0_0 fail-to-bypass enable

    ip in-path-gateway inpath0_0 10.1.0.1

    interceptor communication allow-failure enable

    interceptor communication multi-interface enable

    interceptor name interceptor2 main-ip 10.1.0.7

    steelhead communication allow-failure

    steelhead communication multi-interface enable

    steelhead name Steelhead appliance1 main-ip 10.1.0.20

    steelhead name Steelhead appliance2 main-ip 10.1.0.21

    4.	Connect to Interceptor appliance 2 and enter the following commands:

    in-path oop enable

    interface inpath0_0 ip address 10.1.0.7 /24

    in-path interface inpath0_0 enable

    #--- Although not always required, no fail-to-bypass is often used to ensure the link goes down 

    #--- if service is stopped. This allows for failover mechanisms like object tracking or CDP

    #--- to see that the Interceptor appliance is no longer available

    no interface inpath0_0 fail-to-bypass enable

    ip in-path-gateway inpath0_0 10.1.0.1

    interceptor communication allow-failure enable

    interceptor communication multi-interface enable

    interceptor name interceptor1 main-ip 10.1.0.6

    steelhead communication allow-failure

    steelhead communication multi-interface enable

    steelhead name Steelhead appliance1 main-ip 10.1.0.20

    steelhead name Steelhead appliance2 main-ip 10.1.0.21

  
    Choosing a Cluster Type

    You can choose a cluster type depending on the:

    • location and number of links to the WAN.

    • amount of data flowing on the links to the WAN.

    • desired path of data during failures.

    • physical in-line devices that are allowed.

    Series deployments provide single failure redundancy. In dual failures, traffic continues to flow to the WAN on the original network path. Series deployments cannot be used when: 

    • there are more in-path links that can be covered with a single Interceptor appliance.

    • the links to the WAN are not located at the same site.

    • the total data traversing through the Interceptor appliance (excluding data passing through using hardware-assisted pass-through) exceeds the specifications of the Interceptor appliance model.

    Parallel with fail-to-block deployments also provide single failure redundancy and are used when there are more in-path links than can be covered with a single Interceptor appliance. If the data traversing through all of the links to the WAN exceed the specifications of a single Interceptor appliance model, then you can use a parallel with fail-to-block deployment to reduce the amount of data any single Interceptor appliance would process during normal operation. When an Interceptor appliance fails, these deployments alter the path of data in the network and cause remaining Interceptor appliances and links to process all of the data to the WAN. 

    Quad deployments provide single Interceptor appliance failure redundancy. Dual Interceptor appliance failure redundancy is possible if the failed Interceptor appliances are not failover buddies. If you configure the Interceptor appliances as failover buddies, then a path to the WAN does not have redirection coverage. In this case, the asymmetric route detection of the Steelhead appliance still functions, but for some asymmetric flows, the Steelhead appliances recognize asymmetry due to initial application connection failures. In any single Interceptor appliance failure scenario, all flows continue to be optimized, and new connections continue to go through auto-discovery. A single Interceptor appliance failure does not cause the alteration of the path of data to the WAN.

    For most physical in-path deployments, Riverbed recommends series deployments. If there are too many WAN links for a series deployment, Riverbed recommends quad deployment. The quad deployment handles failure more efficiently than the parallel with the fail-to-block option, both for single and double Interceptor appliance failures.

    You can deploy virtual in-path deployments for data center environments in which you cannot have or do not want physical in-line devices, but you need Steelhead appliance-aware load balancing. For most environments, physical in-path deployments are recommended. 

  
    Traffic Redirection

    This chapter describe the redirection protocol, the redirection controls, and provide general recommendations for redirection in Interceptor appliance deployments:

    • “Overview of Traffic Redirection”

    • “Load-Balance Rules”

    • “Intra-Cluster Latency”

  
    Overview of Traffic Redirection

    Interceptor appliances control traffic redirection to Steelhead appliances and Steelhead appliance optimization targets for different types of traffic using the following techniques:

    • In-path rules - Control whether locally initiated connections are redirected.

    • Load-balance rules - Control what traffic is redirected, and how traffic is distributed to the Steelhead appliance appliance clusters.

    • Hardware-assist pass-through (HAP) rules - Control what traffic is passed through in hardware on supported network bypass cards.

    The three types of redirection control rules control what traffic is redirected and potentially optimized by a Steelhead appliance. Figure 4‑1 shows how the control rules are used when a packet arrives on the LAN or WAN interfaces of the Interceptor appliance.

    Figure 4‑1. Redirection Packet Process Overview[image: ]

    First the Interceptor appliance checks whether the packets arriving on a LAN or WAN port match an HAP rule. If they match, the Interceptor appliance bridges the packet in the hardware corresponding to the port. If not, the Interceptor appliance checks whether the packet belongs to the flow that is redirected. This could be because the flow is going through auto-discovery or because the flow previously went through auto-discovery and started optimization. 

    If the packet does not correspond to a redirected flow, in-path and load-balance rules determine the next action. TCP SYN packets from a LAN interface are processed with the in-path rules, and can be either dropped or passed-through, or can also proceed for further processing with the load-balance rules. Interceptor appliance in-path rules are not checked for WAN-side SYN+ packets.

    Typically in an Interceptor appliance cluster, all Interceptor appliances have the same control rule set. This is not required, but differences in rules can lead to surprising behavior. For example, as shown in Figure 4‑1, HAP rules are checked in hardware before a redirect flow entry is checked in software. This results in wrong behavior if one Interceptor appliance in a cluster begins redirecting packets when another clustered Interceptor appliance has a HAP-pass rule that matches the connection.

    Situations in which different rules are useful include deployments in which Interceptors and Steelhead appliances in the same cluster are in locations that have some small, but significant, latency separating them. For details on deploying Interceptor appliance clusters across distances, see “Intra-Cluster Latency”.

    Hardware-Assisted Pass-Through

    Interceptor appliance v2.0.4 or later supports HAP traffic forwarding with certain NIC cards. HAP is currently supported with 10-Gbps Ethernet cards (parts NIC-10G-2LR and NIC-10G-2SR). HAP allows you to statically configure all UDP traffic and selected TCP traffic (identified by subnet pairs or VLANs) to be passed through the Interceptor appliance at close to line-rate speeds.

    HAP works by programming a special network chip on the NIC card to recognize traffic as soon as it enters the LAN or WAN port. HAP then bridges the traffic in hardware to the corresponding LAN or WAN port. Because you cannot use HAP for traffic when auto-discovery must decide whether to optimize or not, HAP is only useful for traffic you know you never want redirected or optimized.

    You control HAP rules using the in-path hw-assist commands or using the Interceptor Management Console. The current maximum number of HAP rules allowed is 50.

    In-Path Rules

    The Interceptor appliance in-path rules serve a similar purpose to the Steelhead appliance in-path rules. They define the action to be taken when TCP SYN packets arrive on a LAN interface of an Interceptor appliance. 

    The in-path rules are an ordered list of matching parameters and an action field. The matching parameters can be: 

    • IP source or destination subnets.

    • IP source or destination host.

    • destination TCP port.

    • VLAN ID. 

    The list is processed in order, and the action from the first rule whose parameters match the packet determines the next step of the Interceptor appliance. 

    In-path rule have the following actions:

    • Redirect - Continue processing the packet with the load-balance rules.

    • Pass - Bridge the SYN packet to the corresponding WAN port.

    • Deny - Drop the SYN packet and send a TCP to its source.

    • Discard - Silently drop the SYN packet.

    The deny and discard actions are generally not used in deployments. Similar to the in-path rule actions of the Steelhead appliance with the same names, these actions might be useful for troubleshooting or when trying to contain a worm or virus outbreak. Most in-path rules use either the redirect or pass actions.

    The Interceptor appliance default in-path rule configuration is similar to that for a Steelhead appliance. There are three pass rules configured by default. The rules match secure, interactive, and Riverbed protocols with destination TCP ports. All other traffic matches the built-in default rule whose type is redirect.

    The Interceptor appliance does not have a control mechanism that corresponds to the Steelhead appliances peering rules. The load-balance rules are used to provide the same type of control as the peering rules of the Steelhead appliance.

    For details on entering or viewing in-path rules, see the Riverbed Command-Line Interface Reference Manual and Interceptor Appliance User’s Guide.

  
    Load-Balance Rules

    You can use the load-balance rules in the following ways:

    • As a filtering mechanism to determine whether traffic is optimized or not.

    • As a distribution mechanism, specifying which Steelhead appliances optimize particular traffic.

    Rule Types and Matching

    As shown in Figure 4‑1, the load-balance rules are processed on a TCP SYN packet for a connection. This might be a SYN packet for a connection initiated at the site where the Interceptor appliance is deployed, or it might be a SYN packet arriving from the WAN, which might or might not have an embedded auto-discovery probe. 

    Each rule has an action type of either pass-through or redirect. Rules whose action is redirect must also specify at least one Steelhead appliance. When considering Steelhead appliances that have multiple in-path IP addresses, use only one in-path IP address from the Steelhead appliance for load-balance rule configuration. Typically the IP address is the inpath0_0 interface IP address. As long as the Interceptor appliance can reach one of the in-path IP addresses for the Steelhead appliances, it handles the load-balance rules the same as if the inpath0_0 IP address was reachable.

    A redirect rule might also specify the fair peering flag. Use this flag when the Interceptor appliance selects the Steelhead appliance among those listed in the redirect rule to optimize a connection. For details on the fair peering flag, and on how the Interceptor appliance selects among the Steelhead appliances listed in a redirect rule, see “Steelhead Appliance Selection”. 

    You can specify a Steelhead appliance in more than one redirect-type load-balance rule, but only if none of the rules have the fair peering flag enabled. Do not specify a Steelhead appliance more than once in a redirect rule list.

    The load-balance rules match a packet with any of the following parameters:

    • Source subnet (or host)

    • IP destination subnet (or host)

    • IP destination TCP port

    • VLAN ID

    • Neighbor information

    Specify the neighbor information parameter used to match arriving SYN packets that have an embedded auto-discovery probe. You can specify one of the following parameters:

    • Non-probe - Match packets that do not have an embedded probe.

    • Probe-only - Match packets that do have an embedded probe.

    • IP Address - Match packets that have an embedded probe, but only if the probing Steelhead appliance matches the specified IP address.

    Default Rule and Pool

    The Interceptor appliance has a built-in default rule called auto. This acts as the last rule in the load-balance rule list, and you cannot remove or alter it. This rule has a list of Steelhead appliances associated with it, but the Interceptor appliance manages the list dynamically.

    Any Steelhead appliance that you do not specify in a configured load-balance rule, is in the redirect list of the default load-balance rule. If you specify a Steelhead appliance in a configured load-balance rule, the Interceptor appliance treats it as if it is not present in the default load-balance rule. The Steelhead appliances that are targets of the default load-balance rule are called the default load-balance rule pool, or the default pool.

    If you do not configure any load-balance rules on the Interceptor appliance, all four Steelhead appliances are present in the default pool. If you add a redirect rule that specifies Steelhead appliances A and B, then only Steelhead appliances C and D remain in the default pool. If you change the load-balance rule and only specify Steelhead appliance A, then Steelhead appliance B moves back to the default pool, and the pool now contains Steelhead appliances B, C, and D. 

    If you configure all Steelhead appliances on an Interceptor appliance with load-balance rules, then the default pool is empty. In this case, only connections that are specified by one of the configured rules are optimized. To change that behavior, you can configure a redirect rule at the end of the list of load-balance rules, which matches any connection, and specify in its redirect list which Steelhead appliances to use as catch-all Steelhead appliances.

    Load-Balance Rule Processing

    Load-balance rules are processed differently from the Interceptor appliance in-path rules. 

    Load-balance rules are numbered list of rules. A list is processed in order, from the first rule in the list to the last. If the action from the first rule whose parameters match the packet is of type pass-through, the packet (and subsequent packets for the connection) is passed through the Interceptor appliance. 

    If the action from the first matching rule is of type redirect, then the Interceptor appliance compares the list of Steelhead appliances specified in the rule with its knowledge of the Steelhead appliance cluster to create a potentially smaller list of rule-specific candidate Steelhead appliances. Candidate Steelhead appliances are those that are specified by the redirect rule; are live, not paused; and have the TCP connection capacity to optimize an additional connection. Out of these candidate Steelhead appliances, the Interceptor appliance selects a Steelhead appliance to perform the optimization for the connection. For details on how an Interceptor appliance selects Steelhead appliance among the candidates, see “Steelhead Appliance Selection”.

    By default, Steelhead and Interceptor appliances exchange heartbeat information every second. If an Interceptor appliance does not receive the most recent three heartbeat responses, it considers the Steelhead appliance disabled. 

    You can put a Steelhead appliance into paused mode with the steelhead name <name> paused command. When a Steelhead appliance is in paused mode, it is never considered a candidate Steelhead appliance. The Interceptor appliance continues to redirect traffic for existing connections to a paused Steelhead appliance. Because it cannot be a candidate Steelhead appliance, it does not redirect new connections.

    Steelhead appliances communicate the number of TCP connections that they are optimizing with the Interceptor appliance. The Interceptor appliance uses this information when it needs to decide which Steelhead appliance in a list has the least amount of connections optimized, and to make sure that a Steelhead appliance is not sent too many TCP connections for optimization.

    If the list of candidate Steelhead appliances is empty, then the Interceptor appliance continues examining the list of load-balance rules. It proceeds to the next rule until it finds a redirect list that has a candidate Steelhead appliance, or a pass through rule matches. If no configured rule matches and the default pool is empty, the connection is passed through. If no configured rule matches and there are Steelhead appliances in the default pool, then the Interceptor appliance selects a Steelhead appliance from the default pool for optimization.

    Steelhead Appliance Selection

    When a packet matches a redirect rule, the Interceptor appliance creates a list of candidate Steelhead appliances by selecting those Steelhead appliances that are specified in the redirect rule, are known to the Interceptor appliance to be alive (not paused), and have capacity for an additional optimized TCP connection. The Interceptor appliance selects a Steelhead appliance depending on the fair peering flag setting and on which Steelhead appliance cluster optimizes connections to or from the remote site in the past, known as peer affinity.

    To achieve peer affinity, the Interceptor appliance selects a clustered Steelhead appliance that has, optimized connections with the remote Steelhead appliance. Peer affinity can improve bandwidth savings and performance because it matches Steelhead appliances that might have segments in common in their RiOS data store (for details, see the Steelhead Appliance Deployment Guide). The Interceptor appliance tracks information about peer affinity by maintaining an in-memory history on past optimized connections. For connections initiated at the Interceptor appliance site, the Interceptor appliance takes the history from the remote server IP and TCP port information. For connections initiated at remote locations, the Interceptor appliance bases the information on an internal Steelhead appliance identifier of the remote Steelhead appliances.

    All Interceptor appliances in a cluster share peer affinity information. If you add an Interceptor appliance to the cluster, it receives the current state of peer affinity from the other Interceptor appliances. Peer affinity information does not remain on stable storage, but only in the memory of all the Interceptor appliances in a cluster. If all of the Interceptor appliances in a cluster fail or reboot, the tracked peer affinity information is lost.

    You can clear peer affinity information at sites by restarting the service of one Interceptor appliance. For sites with multiple Interceptor appliances, you must stop service on all clustered Interceptor appliances and then start all service again. Because Interceptor appliances share affinity tables, if service is restarted on only one Interceptor appliance, that Interceptor appliance receives the affinity table from its peer when the service starts again.

    For connections from a new remote Steelhead appliance, the Interceptor appliance determines which clustered Steelhead appliance to redirect to, based on the following selection mechanisms:

    • Peer affinity only selection - If you do not enable fair peering, the Interceptor appliances pair a new remote Steelhead appliance to a clustered Steelhead appliance with the least number of connections. Additional connections from an already known and paired remote Steelhead appliance are always redirected to the same clustered Steelhead appliance, unless the Steelhead appliance is unavailable or at maximum connection capacity. 

    This behavior is geared toward maximum data reduction while using the least disk space across the clustered Steelhead appliances. The downside of using peer affinity only is that a disproportionate number of remote Steelhead appliances might be paired with certain clustered Steelhead appliances. For example, if you take a cluster of two Steelhead appliances and one Steelhead appliance is removed for maintenance, all remote Steelhead appliances are peered to the remaining Steelhead appliance. Even when the removed Steelhead appliance returns to operation, the remote Steelhead appliances maintain pairing with the original remaining Steelhead appliance. 

    You can reset peer affinity information by stopping service on all Interceptor appliances. Alternatively, you can add a Steelhead appliance to the cluster and then configure load-balancing rules to force some traffic to the new Steelhead appliance to create affinity. However, the fair peering feature enhancements described next, address the optimization concentration of peer-affinity-only selection automatically.

    • Fair peering v1 (traditional) - Fair peering v1 was introduced in Interceptor v2.0. When you enable fair peering v1, the Interceptor appliance selects Steelhead appliances so that, over time, each local clustered Steelhead appliance is peered with an equal number of remote Steelhead appliances. For example, if there are 100 communicating remote Steelhead appliances and two clustered Steelhead appliances, each clustered Steelhead appliance has 50 remote Steelhead appliances paired with it. If an additional clustered Steelhead appliance is added, the Interceptor appliance moves existing and new pairings to the new Steelhead appliance. As a result, each clustered Steelhead appliance has approximately 33 pairings. 

    Fair peering v1 does not take into account the size of the remote Steelhead appliance. You can have much larger remote Steelhead appliances paired with one local clustered Steelhead appliance, using resources on the clustered Steelhead appliances unevenly.

    You enable fair peering v1 under the load-balancing rules. You configure fair peering v1 for each load-balancing rule with the Enable Fair Peering for this Rule check box in the Interceptor Management Console. For the default rule, use the Enable Use of Fair Peering for Default Rule option. You cannot use fair peering v1 on two different rules that have the same local Steelhead appliance targets. 

    • Fair peering v2 - Interceptor v3.0 and later introduces improvements to the original fair peering v1. Fair peering v2 provides a more intelligent pairing distribution by taking in account the remote and local Steelhead appliance sizes. The Interceptor appliance takes the size of the remote Steelhead appliances paired to a local Steelhead appliance and compares it to the local Steelhead appliance size to calculate a utilization ratio. The Interceptor appliance then uses the local Steelhead appliance ratio to determine where new remote Steelhead appliance pairings are distributed. If a local Steelhead appliance utilization ratio exceeds a percentage compared to other local Steelhead appliances, then the Interceptor appliance migrates existing pairings to a less-used local Steelhead appliance.

    You enable fair peering v2 on Interceptor v3.0 and later under Configure > Optimization > Load Balancing Rules by selecting the Enable Fair Peering v2. This setting is applied across all rules, unlike fair peering v1. Fair peering v2 overrides fair peering v1 configuration. If you enable fair peering v2, local Steelhead appliances must run RiOS v6.1.3 or later. 

    Note: Riverbed recommends that you use fair peering v2 because it uses more variables for determining selection. 

    Interceptor v3.0 and later includes local Steelhead appliance pressure monitoring, providing the ability to avoid over-used Steelhead appliances or to direct load-balancing decisions away from them. These monitored parameters are as follows: 

    • Available memory

    • CPU use

    • Disk load

    Note: Riverbed recommends that you enable pressure monitoring only in conjunction with fair peering v2. 

    The pressure monitoring parameter is in a normal, high, or severe state. The local Steelhead appliance is responsible for sending its pressure monitoring state changes to the Interceptor appliances. The Interceptor appliance never directs new connections to a Steelhead appliance also in a severe state. If other Steelhead appliances are not available or are in a severe state, then the new connection is passed through. The Interceptor appliance does not pair a new remote Steelhead appliance with a high-state Steelhead appliance unless there are no other Steelhead appliances in a normal state. New connections from already paired remote Steelhead appliances continue to redirect traffic to the Steelhead appliance in a high state. 

    If you select Enable Capacity Reduction, you artificially and temporarily reduce the size of the Steelhead appliance in a high state for Interceptor appliance calculations. By reducing the size for load-balancing calculations, the Interceptor appliance moves existing paired peers from the Steelhead appliance in the high state to less-used Steelhead appliances. This reduces the number of new connections sent to the Steelhead appliance in the high state. 

    The temporary reduction of the local Steelhead appliance size continues until the Steelhead appliance goes back to normal state, unless you select Enable Permanent Capacity Reduction. The Enable Permanent Capacity Reduction option artificially reduces the size of the Steelhead appliance in a high state for load-balancing decisions until a service restart on the Interceptor appliances. 

    For details on how to enable pressure monitoring, see Interceptor Appliance User’s Guide.

    Note: Riverbed recommends that you select Enable Capacity Reduction with fair peering v2 to help distribute pairings to less-used local Steelhead appliances. If the local Steelhead appliance periodically is in a high state, Riverbed recommends that you select Enable Permanent Capacity Reduction. You can view the pressure status of Steelhead appliances from the Interceptor Management Console Home page. 

  
    Intra-Cluster Latency 

    In general, Riverbed recommends that the maximum intra-cluster round-trip latency (the round-trip latency between any two members of a cluster between any two Interceptor appliances, or between any Interceptor appliance and Steelhead appliance) be less than one millisecond.

    You can deploy Interceptor appliances so that some moderate latency exists between members of the Interceptor appliance cluster. Such intra-cluster latency has an impact on the optimized traffic, because each connection to be optimized requires communication among all Interceptor appliances in a cluster, to achieve efficient redirection.

    The longest round-trip latency between any two Interceptor appliances, or between an Interceptor appliance and a Steelhead appliance, should be less than one-fifth of the round-trip latency to the closest optimized remote site. This ensures that intra-cluster communication does not cause connection setup time to be greater for optimized connections compared to unoptimized connections for the closest remote site. Deployments with intra-cluster round-trip latencies higher than 10 milliseconds should be implemented only after technical consultation with Riverbed. 

    Figure 4‑2 shows a data center with WAN landing points at separate locations. If any TCP flow can be routed asymmetrically across both WAN links, then you can configure the Interceptor appliances at the locations as redirect peers. Any latency between the sites might have an impact on the performance of optimized connections, and definitely impacts the time it takes for an optimized connection to be established.

    Figure 4‑2. A Data Center with WAN Landing Points at Separate Locations[image: ]

  
    Best Practices for Interceptor Appliance Deployments 

    Riverbed recommends that you use the following best practice guidelines for Interceptor deployments. You can use these guidelines in Interceptor deployments for designs that require the least amount of initial and ongoing configuration and maintenance.

    Note: For details on installation and verification best practices, see “Installation and Verification Procedures”.

    • Use one of the three standard cluster types - The series, parallel with fail-to-block, and quad deployment designs represent the majority of Interceptor deployments. For details, see “Standard Cluster Types” and “Choosing a Cluster Type”.

    • Place Steelhead appliances on the LAN side of the Interceptor appliance - Connect Steelhead appliances to the network infrastructure on the LAN side of the Interceptor appliance. This typically minimizes the amount of traffic that traverses the Interceptor appliance. For details, see “LAN-Side Versus WAN-Side Steelhead Appliance Placement”.

    • Avoid designs with security or monitoring devices between Interceptor appliances and cluster Steelhead appliances - Security or monitoring devices do not interoperate with the redirection protocol used between the Interceptor and Steelhead appliance. Place these devices on the LAN or WAN side of the entire cluster for security or monitoring functions. For details, see “Firewall and Monitoring Interaction”.

    • Do not redirect transit traffic - Ideally, Steelhead appliances optimize connections that are initiated or terminated at the location of the Steelhead appliance. Place the Interceptor appliances where the amount of LAN-to-LAN or WAN-to-WAN traffic passing through it is minimal. If necessary, use the Interceptor appliance controls, such as the load-balance rules, to ensure that traffic moving through the deployment site is not redirected to Steelhead appliance clusters. 

    • Enable multi-interface and heartbeat support on each cluster member - Even in Interceptor appliance deployments where you use a single in-path interface on the Interceptor appliance or Steelhead appliance, enable multi-interface support on all the Interceptor appliances and clustered Steelhead appliances. 

    • Use the debug validate deployment CLI command and other configuration verification procedures - You must carefully plan and implement Interceptor appliance deployments. Use the debug validate deployment command to ensure that the configured failover and neighbor Interceptor appliances and the clustered Steelhead appliance relationships are consistent throughout the cluster. For details, see “Configuration Verification”.

    • Use hardware-assisted pass-through on traffic that is not optimized - Use hardware-assisted pass-through (HAP), available with some network bypass cards, to minimize Interceptor appliance resource usage. Example traffic types for HAP include UDP traffic, TCP traffic to remote sites without Steelhead appliances, and LAN-to-LAN and WAN-to-WAN transit traffic. For details, see “Hardware-Assisted Pass-Through”.

    • In high intra-cluster latency deployments, redirect to the closest group of Steelhead appliances - When designing deployments with cluster Steelhead appliances split between different locations, so that the latency to some cluster Steelhead appliances are significantly higher than others, design the Interceptor appliance load-balance rules to prefer redirecting to Steelhead appliances closer to the Interceptor appliance. For details, see “Intra-Cluster Latency”.

    • Use the right cables and duplex configuration - You must use the correct cables and duplex settings on the Interceptor appliances and the attached network devices is necessary to avoid performance loss due to duplex mismatches and to ensure that traffic flows through the Interceptor appliance during failures. Duplex configuration is important on Steelhead appliance clusters because duplex mismatches severely limit optimized connection performance, possibly to levels below unoptimized performance. For details, see “Cabling and Duplex”.

    • Minimize the effect of link state transition - Use the Cisco CLI command spanning-tree portfast on Cisco switches (or similar configuration options on other routers and switches) that minimize the amount of time an interface stops forwarding traffic when the Steelhead appliance transitions to failure mode. For details, see “Physical In-Path Interceptor Appliance Deployment”.

    • Redirect a test subset of traffic before redirecting all traffic - Begin redirection with a small subset of traffic to remote sites with and without deployed Steelhead appliances. Verify that the operation of optimized and pass-through traffic operates as expected. For details, see “Deployment Verification”.

    • If you use port scanners in the network - By default, the Interceptor appliance uses device IP addresses and ports in the load-distribution tables. Port scanners typically open many ports, which can consume Interceptor appliance resources. Riverbed recommends that you either pass-through IP addresses of port scanners or use the no clidistmap use-port enable command available in Interceptor appliance v1.1.2j and later.

    • Use Riverbed Professional Services or an authorized Riverbed Services Partner - You can design and implement Interceptor appliance deployments with the help of Riverbed Professional Services. Riverbed Professional Services have deployed Interceptor appliances in large and complex networks. To contact Riverbed Professional Services, email proserve@riverbed.com or go to 
http://www.riverbed.com.

  
    Installation and Verification Procedures

    In an Interceptor deployment, you must first install and power on the Interceptors and Steelhead appliances in the network without redirecting or optimizing traffic. You can verify the configuration before the system attempts optimization. 

    A typical Interceptor appliance deployment installation is as follows: 

    1.	Rack the Steelhead appliances and Interceptor appliances.

    2.	Apply the configuration.

    3.	 Cable the appliances into the network and data path.

    4.	Verify the configuration.

    The following prerequisites must be met:

    • The primary and in-path IP addresses, subnet masks, and default gateways for all Steelheads and Interceptor appliances

    • The duplex configuration of the LAN and WAN devices that the Interceptor and Steelhead appliances connect to

    • Straight-through or crossover cables as needed (Riverbed recommends cable labels)

    • Any additional network interface cards for the Steelhead and Interceptor appliances

    • The in-path IP addresses of remote Steelhead appliances to optimize connections to the Interceptor appliance deployment location

    • The IP addresses for a few remote hosts at locations without Steelhead appliances

    • An application optimization test plan that details procedures to verify correct and optimized application behavior

    • Expert personnel or resources needed to execute the application optimization test plan

    • A network diagram that illustrates where all appliances are to be logically placed in the network

    • The clustered Interceptor and Steelhead appliance configuration

    General Installation Procedures

    The following is a general outline of how to install and test an Interceptor appliance. 

    To install an Interceptor appliance

    1.	Insert any required additional network interface cards to the Steelheads and Interceptor appliances.

    2.	Rack and power on the Steelheads and Interceptor appliances. Connect only the primary interface to the network. Do not cable any WAN or LAN interfaces.

    3.	Using the serial console, configure the management (primary) interface configuration and default gateway on all Interceptors and Steelhead appliances. As a result all appliances are reachable through the network, and further configuration can be performed using SSH for the CLI or https for the Interceptor Management Console.

    4.	Apply and save the remaining configuration on each Steelhead and Interceptor appliance—including in-path IP addresses, in-path default gateway and routing information, connection forwarding, failover, and neighbor Interceptor appliance relationships—as required by the design.

    5.	Configure each Interceptor appliance with a load-balance rule that matches all traffic, and has an action of type pass. Make this rule the last rule in the load-balance rule list, so that traffic is not redirected. Save this configuration. 

    6.	Label both ends of the cables with the installation target device and interface identifier on all cables involved in the installation, both existing and new. This eliminates potential errors during cable plugging and swapping activities. This is especially necessary for deployments involving numerous in-path interfaces.

    7.	Plan a change window. During that time, cable the WAN interfaces of the Steelhead appliances and the Interceptor appliance WAN and LAN interfaces performing the following steps:

    Verify the configurations as specified in “Configuration Verification”.

    Power off the Interceptor appliance. Verify that local hosts can continue to reach the WAN. Power on the Interceptor appliance. After the Interceptor appliance has restarted and the interfaces are up, verify that local hosts can continue to reach the WAN.

    Configure a load-balance rule of type redirect that matches a small subset of traffic to and from sites with remote Steelhead appliances. (This load-balance rule must be placed logically before the pass all rule.) This rule must match connections required for the application optimization test plan, and must also include connections that are not optimized.

    Verify that the connections from the host to remote Steelhead appliances sites are optimized, both by looking at the Steelhead appliances Current Connections report and by verifying that performance for the applications have improved.

    Verify that existing and new unoptimized connections matched by the load-balance redirect rule continue to function normally.

    At the end of the change window, you can leave the redirect load-balance rule in place to allow only the subset of traffic to be optimized, or you can remove both the redirect and the pass all rule. This allows the Interceptor appliance to forward traffic as needed to the Steelhead appliance for auto-discovery and potentially optimize all traffic to remote locations with Steelhead appliances.

    Configuration Verification

    After you apply the configurations to the Interceptors and Steelhead appliances in a cluster, you can verify that the cluster interfaces and relationships are reachable and consistent.

    To verify that the cluster interfaces and relationships are reachable and consistent, use the following techniques:

    • Use the debug validate deployment command to verify all cluster relationships among the local Steelheads and Interceptor appliances.

    • Use the ping command to verify reachability between all in-path interfaces on all Steelheads and Interceptor appliances. Measure the round-trip latency reported to make sure the latency is low. Investigate and correct high latencies. This might indicate that the path between the cluster members crosses the WAN.

    • Use the show steelhead name all command on the clustered Interceptor appliances to ensure that they have connected to all the clustered Steelhead appliances.

    • Use the show redirect peers command on the clustered Interceptor appliances to ensure that they have connected to all other cluster Interceptor appliances.

    • Use the ping command to verify reachability between the clustered Steelhead appliances in-path IP addresses and remote Steelhead appliances in-path IP addresses.

    • Use the ping command to verify reachability between the clustered Steelhead appliances in-path IP addresses and local hosts.

    • Use the ping command to verify reachability between the Interceptor appliance in-path IP addresses and remote locations.
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