
    
      [image: CMC Deployment Guide v8.5]
    

  
     

     

    Riverbed® Central Management Console 
Deployment Guide

    Version 8.5

    September 2013

     

     

     

     

     

     

     

     

     

     

     

     

     

     

     

     

     

     

     

     

     

     

     

     

     

     

    © 2013 Riverbed Technology. All rights reserved.

    Riverbed®, Cloud Steelhead®, Granite™, Interceptor®, RiOS®, Steelhead®, Think Fast®, Virtual Steelhead®, Whitewater®, Mazu®, Cascade®, Shark®, AirPcap®, BlockStream™, SkipWare®, TurboCap®, WinPcap®, Wireshark®, TrafficScript®, FlyScript™, WWOS™, and Stingray™ are trademarks or registered trademarks of Riverbed Technology, Inc. in the United States and other countries. Riverbed and any Riverbed product or service name or logo used herein are trademarks of Riverbed Technology. All other trademarks used herein belong to their respective owners. The trademarks and logos displayed herein cannot be used without the prior written consent of Riverbed Technology or their respective owners.

    Akamai® and the Akamai wave logo are registered trademarks of Akamai Technologies, Inc. SureRoute is a service mark of Akamai. Apple and Mac are registered trademarks of Apple, Incorporated in the United States and in other countries. Cisco is a registered trademark of Cisco Systems, Inc. and its affiliates in the United States and in other countries. EMC, Symmetrix, and SRDF are registered trademarks of EMC Corporation and its affiliates in the United States and in other countries. IBM, iSeries, and AS/400 are registered trademarks of IBM Corporation and its affiliates in the United States and in other countries. Linux is a trademark of Linus Torvalds in the United States and in other countries. Microsoft, Windows, Vista, Outlook, and Internet Explorer are trademarks or registered trademarks of Microsoft Corporation in the United States and in other countries. Oracle and JInitiator are trademarks or registered trademarks of Oracle Corporation in the United States and in other countries. UNIX is a registered trademark in the United States and in other countries, exclusively licensed through X/Open Company, Ltd. VMware, ESX, ESXi are trademarks or registered trademarks of VMware, Incorporated in the United States and in other countries.

    This product includes software developed by the University of California, Berkeley (and its contributors), EMC, and Comtech AHA Corporation. This product is derived from the RSA Data Security, Inc. MD5 Message-Digest Algorithm.

    NetApp Manageability Software Development Kit (NM SDK), including any third-party software available for review with such SDK which can be found at http://communities.netapp.com/docs/DOC-1152, and are included in a NOTICES file included within the downloaded files.

    For a list of open source software (including libraries) used in the development of this software along with associated copyright and license agreements, see the Riverbed Support site at https//support.riverbed.com. 

    This documentation is furnished “AS IS” and is subject to change without notice and should not be construed as a commitment by Riverbed Technology. This documentation may not be copied, modified or distributed without the express authorization of Riverbed Technology and may be used only in connection with Riverbed products and services. Use, duplication, reproduction, release, modification, disclosure or transfer of this documentation is restricted in accordance with the Federal Acquisition Regulations as applied to civilian agencies and the Defense Federal Acquisition Regulation Supplement as applied to military agencies. This documentation qualifies as “commercial computer software documentation” and any use by the government shall be governed solely by these terms. All other use is prohibited. Riverbed Technology assumes no responsibility or liability for any errors or inaccuracies that may appear in this documentation.

     

    Part Number

    712-00184-01

  
    Preface

    Welcome to the Riverbed Central Management Console Deployment Guide. Read this preface for an overview of the information provided in this guide and contact information. This preface includes the following sections:

    • “About This Guide”

    • “Additional Resources”

    • “Contacting Riverbed”

    • “What Is New”

  
    About This Guide

    The Riverbed Central Management Console Deployment Guide describes the why and how to configure the Central Management Console.

    This guide includes information relevant to the following products:

    • Riverbed Central Management Console (CMC)

    • Riverbed Central Management Console Virtual Edition (CMC-VE)

    • Riverbed Optimization System (RiOS)

    • Riverbed Steelhead appliance (Steelhead appliance)

    • Riverbed Steelhead CX appliance (Steelhead CX)

    • Riverbed Steelhead EX appliance (Steelhead EX)

    • Riverbed Virtual Steelhead (VSH)

    • Riverbed Cloud Steelhead (CSH)

    • Riverbed Steelhead Mobile software (Steelhead Mobile)

    • Riverbed Steelhead Mobile Controller appliance (Mobile Controller)

    • Riverbed Virtual Steelhead Mobile Controller (Virtual SMC)

    • Riverbed Steelhead Mobile Client (Mobile Client)

    • Riverbed Interceptor appliance (Interceptor appliance)

    • Riverbed Virtual Services Platform (VSP)

    • Riverbed Services Platform (RSP)

    • Riverbed Granite Core appliance (Granite Core)

    • Riverbed Whitewater Cloud Storage Appliance (Whitewater appliance)

    Audience

    This guide is written for storage and network administrators familiar with administering and managing WANs using common network protocols such as TCP, CIFS, HTTP, FTP, and NFS.

    You must also be familiar with:

    • the Steelhead appliance Management Console. For details, see the Steelhead Appliance Management Console User’s Guide, the Steelhead Appliance Deployment Guide, and the Steelhead Appliance Deployment Guide - Protocols. 

    • connecting to the RiOS CLI. For details, see the Riverbed Command-Line Interface Reference Manual. 

    • the installation and configuration process for the Steelhead appliance. For details, see the Steelhead Appliance Installation and Configuration Guide, and the Virtual Steelhead Appliance Installation Guide.

    • the Interceptor appliance. For details, see Interceptor Appliance User’s Guide and the Interceptor Appliance Deployment Guide.

    • the Mobile Controller. For details, see Steelhead Mobile Controller User’s Guide.

    For more details on the Steelhead appliance family, see 
http://www.riverbed.com/us/products/steelhead_appliance/.

    Document Conventions

    This guide uses the following standard set of typographical conventions.

    
      
      
        	
          Convention

        
        	
          Meaning

        
      

      
        	
          italics

        
        	
          Within text, new terms and emphasized words appear in italic typeface. 

        
      

      
        	
          boldface

        
        	
          Within text, CLI commands and GUI controls appear in bold typeface.

        
      

      
        	
          Courier

        
        	
          Code examples appear in Courier font:

          login as: admin

          Riverbed Steelhead

          Last login: Wed Jan 20 13:02:09 2010 from 10.0.1.1

          amnesiac > enable

          amnesiac # configure terminal

        
      

      
        	
          < >

        
        	
          Values that you specify appear in angle brackets:

          interface <ipaddress>

        
      

      
        	
          [ ]

        
        	
          Optional keywords or variables appear in brackets:

          ntp peer <addr> [version <number>] 

        
      

      
        	
          { }

        
        	
          Required keywords or variables appear in braces:

          {delete <filename> | upload <filename>}

        
      

      
        	
          |

        
        	
          The pipe symbol represents a choice between the keyword or variable to the left or right of the symbol (the keyword or variable can be either optional or required):

          {delete <filename> | upload <filename>}

        
      

    

  
    Additional Resources

    This section describes resources that supplement the information in this guide. It includes the following:

    • “Release Notes”

    • “Riverbed Documentation and Support Knowledge Base”

    • “Online Documentation”

    Release Notes

    The online software release notes supplement the information in this manual. The release notes are available in the Software section of the Riverbed Support site at https://support.riverbed.com. The following table describes the release notes.

    
      
      
        	
          Release Notes

        
        	
          Purpose

        
      

      
        	
          <product>_<version_number>
<build_number>.pdf

        
        	
          Describes the product release and identifies fixed problems, known problems, and work-arounds. This file also provides documentation information not covered in the manuals or that has been modified since publication. 

        
      

    

    Examine this file before you begin the installation and configuration process. It includes important information about this release of the Steelhead appliance.

    Riverbed Documentation and Support Knowledge Base

    For a complete list and the most current version of Riverbed documentation, go to the Riverbed Support site at https://support.riverbed.com. 

    The Riverbed Knowledge Base is a database of known issues, how-to documents, system requirements, and common error messages. You can browse titles or search for keywords and strings. To access the Riverbed Knowledge Base, log in to the Riverbed Support site at https://support.riverbed.com.

    Online Documentation

    The Riverbed documentation set is periodically updated with new information. To access the most current version of Riverbed documentation and other technical information, consult the Riverbed Support site at https://support.riverbed.com.

  
    Contacting Riverbed

    This section describes how to contact departments within Riverbed.

    Internet

    You can learn about Riverbed products at http://www.riverbed.com. 

    Technical Support

    If you have problems installing, using, or replacing Riverbed products, contact Riverbed Support or your channel partner who provides support. To contact Riverbed Support, open a trouble ticket by calling 1-888-RVBD-TAC (1-888-782-3822) in the United States and Canada or +1 415 247 7381 outside the United States. You can also go to https://support.riverbed.com.

    Professional Services

    Riverbed has a staff of professionals who can help you with installation, provisioning, network redesign, project management, custom designs, consolidation project design, and custom coded solutions. To contact Riverbed Professional Services, email proserve@riverbed.com or go to http://www.riverbed.com/services-training/#Consulting_Services. 

    Documentation

    The Riverbed Technical Publications team continually strives to improve the quality and usability of Riverbed documentation. Riverbed appreciates any suggestions you might have about its online documentation or printed materials. Send documentation comments to techpubs@riverbed.com.

  
    What Is New

    This is the first release of the Riverbed Central Management Console Deployment Guide. Since the Steelhead Appliance Deployment Guide September 2013 release, in which the CMC deployment information is a chapter, the following changes have been made:

    • New - “Using the CMC for Interceptor Appliance Management”

    • New - “Path Selection”

    • New - “Appliance Clusters”

     

  
    Overview of the CMC

    This chapter describes the CMC and includes the following sections:

    • “Overview of the CMC”

    • “Overview of the CMC-VE”

  
    Overview of the CMC

    The CMC facilitates administration tasks for groups of Steelhead appliances, Interceptor appliances, Steelhead Mobile, Granite Core, and Whitewater appliances. The CMC is designed to work in a large network with many devices. The CMC facilitates every dimension of work with the appliances:

    • Configuration - You can automatically configure Steelhead and Interceptor appliances in your network. The CMC uses policies and groups to facilitate centralized configuration and reporting. The CMC enables consistent configuration of different categories of appliances. The CMC reports provide a view into the performance of the optimization network, either from an aggregated perspective (groups) or per individual element.

    • Monitoring - The CMC provides both high-level status and detailed statistics about the performance of appliances, and the CMC itself. You can configure event notification for managed appliances. The CMC provides both performance and health monitoring of Steelhead appliances, Interceptor appliances, and Mobile Controllers.

    The CMC collects statistics from Steelhead appliances every five minutes, and aggregates these statistics for every hour and every day. The CMC stores the five-minute data points for a maximum of 30 days, the one-hour data points for a maximum of 90 days, and the one-day data points for a maximum of three years.

    • Maintenance - The CMC supports maintenance tasks for Steelhead appliances, Interceptor appliances, Mobile Controller, Granite Core, and Whitewater appliances.

    • Troubleshooting - CMC v8.5 or later can generate a system dump on the managed Steelhead appliances and upload to a case number or a URL. You can also generate TCP dumps in the managed appliances, and download or upload to a case number. 

    For details on all CMC features, see the Riverbed Central Management Console User’s Guide.

    Figure 1‑1. CMC Deployment [image: ]

  
    Overview of the CMC-VE

    You can also install a CMC-VE: a virtualized release of the CMC specifically designed for customers (such as Managed Service Providers) and users who need to centrally manage multiple, separate deployments of the Riverbed system on behalf of their customers. 

    The CMC-VE installs and runs on VMware ESX and ESXi. For details on VMware ESX and ESXi, see 
http://www.vmware.com.

    For more information about the CMC-VE, see the Riverbed Central Management Console Virtual Edition Installation Guide.

  
    Groups and Policies

    This chapter describes the groups and policies that the CMC uses to facilitate centralized configuration and reporting of remote appliances. This chapter includes the following topics:

    • “Group Models”

    • “Inherited Policies”

    • “Policy Settings”

    • “Pushing Policy”

    Groups are composed of managed appliances or subgroups of managed appliances; all groups and appliances are contained in the root default Global group. Although an individual Steelhead appliance (or any appliance managed by the CMC) might be a member of only one group at any time, groups are hierarchical—an appliance might inherit settings from a parent group. For details, see “Inherited Policies”.

    Policies are sets of common configuration options that can be shared among different appliances independently or through group membership. You can specify a policy to a single Steelhead appliance, or it can represent settings for all of the appliances in your enterprise environment.

    The following policy types are available:

    • Policy - A configuration you can apply as a common configuration template to multiple appliances. 

    • Appliances Specific Pages - A configuration you can create on a per-appliance basis: for example, interface IP addresses.

    Policies consist of one or more policy pages. Policy pages generally correspond to a feature (or part of a feature). You must enable a policy page to push the settings you configure. 

    You can assign each group of appliances, or single appliance, any number of policies, as long as there is no conflicting configuration among those policies. 

    Because the Global group serves as the root group, or parent, to all subsequent groups and appliances, policies assigned to the Global group provide the default values for all groups and appliances. Because policies are hierarchical, the default values inherited from the Global group can be overridden by pages in policies that are deeper in the hierarchy. A group inherits the settings from an enabled policy page applied to the closest ancestor group (the group above them in the hierarchy, and their parent group, and so on).

    For more information about working with policies, see the Riverbed Central Management Console User’s Guide.

  
    Group Models

    The CMC offers the flexibility to design groups with many different configurations. The most common group configurations are as follows: 

    • Enterprise companies that span many countries - Geographical divisions compose the top of the hierarchy, with specific time zones at a lower layer. 

    • Organizations contained in a single geography - The most common divider is between branch office and data center. Branch office appliances are often configured similarly to those in other branches, but differently from data center appliances. Figure 2‑1 shows a geographical and data center versus branch office model. 

    Figure 2‑1. Policy Manage Appliances Page[image: ]

  
    Inherited Policies

    You can apply policy pages to appliances as follows: 

    • Assigned and applied directly to appliances in a group

    • Inherited from a policy assignment in an ancestor group

    • Not assigned, in which case the settings on the appliance remains unchanged

    The Inherited Policies view (Figure 2‑2) shows all the policy pages that are scheduled to be pushed to an appliance on the next policy push, and which policy defines the configuration on that page. To view policies inherited by appliance, choose Manage > Appliance > [the appliance you want to view] > Inherited Policies.

    Figure 2‑2. Inherited Policies View[image: ]

    Figure 2‑1 shows a Steelhead appliance in the New York data center (NY-DC-SH1) that does not have a policy specifically assigned, so it inherits properties from the Global DC Networking policy, which is assigned to the group Americas-DC. The other Steelhead appliance in the same data center (NY-DC-SH2) has a policy NYC DC Networking assigned. Settings in this policy override settings in the Global DC Networking policy.

    Inherited policies enable you to:

    • control the configuration of a specific appliance in great detail.

    • identically configure a large number of appliances.

    For example, a networking policy can configure WCCP. It is unlikely that the WCCP configuration is the same across all data centers, so the Global DC Networking policy does not need to include the WCCP settings. In the current example, the Network Time Protocol (NTP) servers are the same across all data centers. 

    Figure 2‑3 shows that the WCCP page Enable Page check box is not selected and the Host Settings Enable Page check box is selected. This indicates that WCCP settings are not configured by this policy, but that DNS (and other host settings) are configured by this policy. 

    Figure 2‑3. Editing Page for Global DC Networking Policy[image: ]

    Figure 2‑4 shows the Host Settings page enabled in the NYC DC Networking policy, but the Port Labels page is not. NYC-DC-SH2 does not inherit host settings from the Global DC Networking policy, but it does inherit port labels. The enabled pages in NYC DC Networking override inheritance from parent policies.

    Figure 2‑4. Editing Page for NYC DC Networking Policy[image: ]

    For more information about inherited policies, see the Riverbed Central Management Console User’s Guide.

  
    Policy Settings

    You create policies on the Policies page. CMCs are commonly installed in an environment in which there are preexisting supported Riverbed appliances. When you install a CMC after existing installed appliances, and if the group hierarchy remains relatively flat (for example, a single data center and many similarly configured branch offices), then the best practice is to create a policy by importing appliance settings and then modify the policy, rather than creating a new policy and copying the existing appliance settings into the policy. 

    Using this approach, you can configure policy pages in the different policies, and assign those policies to different levels of the hierarchy. For example, when you want to apply port labels universally to every Steelhead appliance in the environment, but NTP servers are specific to different data centers, you can import an existing appliance configuration twice, and create two different networking policies from the imported configuration. Apply the first policy at the Global group level, with the Port Labels page enabled. You can apply the second important networking policy at the regional data center group level, and have the Host Settings page enabled and configure the NTP specific to each data center.

    Although creating a policy from a running appliance configuration useful, you can end up with as many policies as there are appliances. You can help yourself by planning a group and policy plan before beginning to import Steelhead appliance configurations into policies. Advance thinking about which settings you want to apply at which level prevents mistakes that require pages to be disabled in one policy and re-enabled in a different policy at a different layer of the hierarchy. Advance planning about which common settings are shared among appliances in a group avoids the situation in which there is a 1:1 ratio of policies to Steelhead appliances. 

    For more information about importing a running configuration into a new policy, see the Riverbed Central Management Console User’s Guide.

  
    Pushing Policy

    Existing settings in a Steelhead appliance do not change until the new policy is pushed. The Push Required symbol shown in Figure 2‑5 is frequently misinterpreted. 

    Figure 2‑5. Push Required Symbol[image: ]

    This symbol indicates that there have been policy or configuration changes on the CMC that have not been pushed to the Steelhead appliance. The symbol also indicates that the configuration of the Steelhead appliance is different from the expected configuration of the CMC for that Steelhead appliance: for example, if you made a local change to a Steelhead appliance. You only see the changes if the Steelhead appliance is managed by the CMC at the times you made the change. You can fetch the appliance configuration from the Appliance Utilities tab in the Appliances page, but there is no automatic comparison of this configuration against the expected policy configuration.

    The symbol does not persist after a CMC reboots. 

    In Figure 2‑6, NY-DC_SH2 is connected, but the Push Required symbol indicates that policies have not been pushed. NY-DC-SH2 configuration does not necessarily reflect the current policy settings until the policy has been pushed. 

    Figure 2‑6. Example of a Connected Steelhead Appliance where Policy Has Not Been Pushed[image: ]

    To push a policy to a Steelhead appliance

    1.	Choose Manage > Appliances.

    2.	Select Appliance Operations.

    3.	Select Push Policies from the drop-down list.

    4.	Select the appliances and/or groups where the policies are to be pushed. 

    5.	Click Push. 

    Figure 2‑7. Appliance Operations[image: ]

    To see the success or failure of the push, click Operation History. 

    6.	Select the date and time to see pushed details.

    Figure 2‑8. Operations History Page[image: ]

    When the push is successful, the Appliances page shows an empty Push Required column. Figure 2‑9 shows that the NY-DC-SH2 Steelhead appliance is operating with the new policy.

    Figure 2‑9. The Appliance Page Showing NY-DC-SH2 Is Not Waiting for Policy Push[image: ]

    It is a best practice to make a copy of the policy before applying major changes to it. If the changes do not work as expected, you can reassign the previous policy to the affected Steelhead appliances and re-push it to back out the changes. You can delete the previous policy after changes are successfully applied.

    The policy push operation from the CMC is atomic; configuration nodes on the Steelhead appliance are not left in a partially configured state. 

  
    CMC and Appliance Management

    This chapter describes the basic management operations for the CMC. It includes the following sections:

    • “CMC Registration and Configuration”

    • “Locally Managed Steelhead Appliances”

    • “Backing Up and Restoring on the CMC”

    • “Migrating Steelhead Appliance Settings with the CMC”

    • “External CMC Backups and High Availability”

    • “Using the Secure Vault”

    • “Using Management ACLs”

    • “Managing Licenses Using the CMC”

    • “Using the CMC for Interceptor Appliance Management”

    • “Using the CMC to Manage RSP and VSP on the Steelhead Appliance”

  
    CMC Registration and Configuration

    This section describes how to register and configure Steelhead appliances, Interceptor appliances, Mobile Controller, Granite Core, and Whitewater appliances with the CMC. This section includes the following topics:

    • “Setting Up an Appliance for CMC Management”

    • “Manual Registration”

    • “Automatic Registration”

    • “Automatic Configuration”

    Setting Up an Appliance for CMC Management

    All Steelhead appliances, Interceptor appliances, Mobile Controller, Granite Core, and Whitewater appliances are shipped with CMC management and automatic registration enabled. 

    To disable automatic registration, see the Riverbed Central Management Console User’s Guide or the Steelhead Appliance Management Console User’s Guide.

    Manual Registration

    To complete registration from the CMC, enter the following information about the appliance into the Appliances page of the CMC:

    • Serial number 

    • IP address

    • User name

    • Password

    With this information, the CMC can connect to and manage the Steelhead appliance. If you enable Common Administration Login, the CMC uses a single username and password to manage all appliances. The appliance-specific username and password are ignored. A single username and password is useful if the account used by the CMC to authenticate, is the same across the organization, or the CMC account is authenticated through TACACS+ or RADIUS.

    For more details on single username and password, see the Riverbed Central Management Console User’s Guide. For details on automatic registration, which does not require the Steelhead appliance serial number, see “Automatic Registration”.

    Automatic Registration

    Automatic registration allows a new appliance installed in an existing CMC-managed environment to automatically contact the CMC and register itself. Automatic registration is useful in environments where you want to ship an appliance to a remote office and have a non-administrator operator connect the appliance into the network. 

    To use automatic registration, prepare the appliance for registration with the CMC by entering the IP Address or DNS-registered hostname of the CMC when you run the configuration wizard on the appliance. Riverbed recommends that you set up your DNS servers to resolve riverbedcmc to the primary interface IP address of your CMC. If you configure your DHCP servers to forward the correct DNS settings, any appliance added into the network and powered on should automatically register with the CMC.

    Alternatively, you can use the cmc enable and cmc hostname commands. If you do not change the default hostname, it remains riverbedcmc.

    If the appliance password has changed from the default, the CMC can automatically register the appliance, but it cannot connect to nor manage it. The appliance appears as disconnected on the Appliance page. To continue the automatic registration process, from the Edit Appliance page, select Edit Appliance and enter the correct password.

    If automatic registration is not working, use the show cmc command to verify that automatic registration is enabled. If the cmc hostname command indicates that the hostname is correct, but autoregistration is not working, check the Steelhead appliance nameserver search-path configuration, using the show host command. Use the cmc hostname command to verify that the CMC hostname is correct (by default, riverbedcmc in DNS) or to change it. 

    Registration does not change the appliance configuration. It allows the CMC to communicate with the appliance. Configuration of the appliance is completed automatically, or manually through a policy push. Confirm that the CMC primary port has the correct IP address and is registered in DNS as riverbedcmc.

    For more details on automatic registration, see the Riverbed Central Management Console User’s Guide. 

    Automatic Configuration

    Automatic configuration allows a Steelhead and Interceptor appliance that is registered with the CMC to automatically download its configuration when you add it as a new appliance and it connects to the CMC. 

    To confirm that automatic configuration is enabled, check the Auto Configure column on the Appliances page before you add the Steelhead and Interceptor appliance. The Auto Configuration column indicates whether a Steelhead and Interceptor appliance has the Enable Auto Configure check box selected on the Edit Appliance page. Checking the Enable Auto Configure check box pushes the configuration out one time. After the configuration is pushed, the check box is automatically cleared.

    If automatic configuration is not enabled, the appliance configuration, including non-policy configuration settings found on the Appliance Pages tab on the Appliances page, is updated only when policies are pushed to the appliance.

  
    Locally Managed Steelhead Appliances

    The CMC has very little knowledge of a change that you apply directly to the Steelhead appliance rather than using the CMC. You want to only modify settings directly on the Steelhead appliance:

    • when the CMC software version is earlier than the Steelhead appliance release version, and Steelhead appliance settings have not been integrated into the CMC Management Console. 

    • if the CMC is a monitoring-only appliance, rather than an appliance you use for configuration. In this deployment, to prevent accidental configuration changes, you can manage the remote appliances with the permissions of a monitor account, or a role-based user in place of the administrator account. 

    This section describes making changes to locally managed Steelhead appliances. This section includes the following topics:

    • “Making Local Changes on a Steelhead Appliance”

    • “Individual Appliance Management”

    Making Local Changes on a Steelhead Appliance

    This section describes how to make local changes on a Steelhead appliance that is under CMC management. 

    To make local changes on a Steelhead appliance that is under CMC management 

    1.	Open the Appliance page.

    2.	 Select the name of the Steelhead appliance about which you want to view information.

    3.	Select Enable Branch Managed. This ensures that the CMC does not modify the Steelhead appliance, including pushing policies, upgrading, or rebooting.

    Figure 3‑1. Enable Branch Managed Option[image: ]

    A common mistake is to edit a Steelhead appliance directly, and then have the changes disappear the next time policies are pushed from the CMC. The best practice is to edit the Steelhead appliance settings using either a policy or, for settings that are not covered by a policy, the Appliance Pages. You can change any settings not covered by a policy in the Appliance Pages tab.

    You can also manage appliances using clusters. For more information, see “Appliance Clusters”.

    Individual Appliance Management

    In addition to controlling changes on individual Steelhead appliances, the CMC controls automatic configuration, and appliance configuration backup and restore. 

    For details, see “CMC Registration and Configuration” and “Backing Up and Restoring on the CMC”. 

  
    Backing Up and Restoring on the CMC

    The CMC automatically performs a backup of connected appliances. The backup occurs at the maintenance time (1:00am by default). To configure the maintenance window, choose Configure > Maintenance > Maintenance Window. Backup information is stored on the CMC.

    Figure 3‑2. Maintenance Window[image: ]

    To restore, select the appliance on the Manage > Appliance Backup/Restore page; then select a backup appliance. When you select a backup, the CLI version of the appliance configuration is displayed during backup.

    Note: Riverbed recommends that you also perform a policy push to restore the configuration stored in the Steelhead appliance secure vault.

    Figure 3‑3.  Backup/Restore Page[image: ]

    Restoring the backup to the source appliance is useful for backing out configuration changes. It is a best practice to create a manual backup before major configuration changes. You can restore to a different appliance configuration. Restoring to previous appliance configuration is useful when you move a physical appliance from one branch location to another. 

    As a best practice, when moving a configuration from a compatible appliance (Steelhead appliances, Interceptor appliances, Mobile Controller, Granite Core, and Whitewater appliances) that is being replaced by another compatible appliance, use the migration operation. Riverbed recommends migration when replacing an appliance because backups and statistics are migrated to the new appliance in addition to the configuration; the restore operation only moves the configuration and does not remove the source Steelhead appliance. 

    For details on migration, including migrating RSP, see “Migrating Steelhead Appliance Settings with the CMC”.

    You can restore Steelhead CX and Steelhead appliance xx50 configurations among each other. For example, you can restore a Steelhead appliance 1050 configuration to a Steelhead CX appliance 1555. 

    The following are caveats for backup and restore:

    • Destination appliance RiOS version must be equal to or greater than source appliance RiOS version.

    • You cannot backup and restore between Steelhead EX and other Steelhead appliances.

    • You cannot backup and restore VSH (xx50) and hardware-based or VSH Steelhead CX.

    • You cannot restore configurations from a Steelhead EX to a Steelhead CX or a Steelhead appliance xx50.

    • You cannot restore from a Steelhead CX or a Steelhead appliance xx50 to a Steelhead EX.

    • You cannot backup or restore VSP or Granite Edge configurations on a Steelhead EX. 

  
    Migrating Steelhead Appliance Settings with the CMC

    For a return merchandise authorization (RMA) replacement of an appliance, use the migrate operation on the Manage > Application Backup/Restore page. The migrate operation moves the state (including the configuration, statistics, and backups) that the CMC is holding for the Steelhead appliance. The migrate operation essentially associates an existing serial number (the serial number of the appliance being replaced) with a new Steelhead appliance. After the migration is complete, the new Steelhead appliance is managed by the CMC; the prior Steelhead appliance is not.

    Figure 3‑4. Migrate Operation on the Backup/Restore Page[image: ]

    You can not migrate configurations between Steelhead CX and Steelhead EX.

    You can migrate RSP from a Steelhead appliance xx50 to a Steelhead CX (which does not support RSP). The statistics, configuration, and backup information migrate as a package library. After the migration process, the Steelhead appliance xx50 is not seen on the CMC Appliances page, but then you can see the information as a new appliance. 

    Figure 3‑5 shows a Steelhead appliance 550H migrated to Steelhead appliance VCX555M. You can no longer see the Steelhead appliance 550H in the Appliance page, and the backup files are moved to new appliance, Steelhead appliance VCX555M.

    Figure 3‑5. RSP Migration[image: ]

    Figure 3‑6 and Figure 3‑7 show the configuration of the Steelhead appliance 550H if you complete a restore/backup.

    Figure 3‑6. Steelhead Appliance 550H Present In Restore[image: ]

    Figure 3‑7. Steelhead Appliance 550H Present In Backup[image: ]

    However, the Appliances page (Figure 3‑8) shows how the hostname of the Steelhead appliance 550H is now named Steelhead appliance VCX555M.

    Figure 3‑8. Successful Migration[image: ]

  
    External CMC Backups and High Availability

    The CMC stores Steelhead appliance backups. The CMC can back up its own configuration (which includes the configurations of the Steelhead appliances) to an external file server (NFS, SSH, or CIFS).   

    Note: The CMC does not support true high availability as in active-active failover. However, you can routinely restore CMC backups to a secondary CMC for faster disaster recovery. Another option is to use the CMC-VE with VMware high-availability features, such as vMotion and DRS in ESX, and migrate the CMC-VE onto an operational VMware host.

    For details on the CMC backup process, see the Riverbed Central Management Console User’s Guide.

    You can add an additional CMC and maintain it offline as a standby backup device. 

    If you select the Restore Primary and Aux network interfaces box on the External CMC Backups page, the replacement CMC overwrites whatever IP was used for its initial configuration with the IP saved in the external backup. This option is useful if you restore the CMC in the same data center and on the same subnet as the original CMC. 

    If your disaster recovery plan includes a backup CMC that is restored in a different data center on a different subnet, in which the original IP address is not accessible, do not include the Restore Primary and Aux network interfaces option as part of the restore process. The IP address of the primary CMC is not on a valid subnet as part of the disaster recovery site.

    For more information, see Changing the IP Address of a CMC at https://supportkb.riverbed.com/support/index?page=content&id=S13134&actp=search&viewlocale=en_US&searchid=1368563114732.

    If the primary CMC is no longer available, the backup CMC automatically tries to connect to any appliances that are reachable.

    Note: Each CMC requires its own set of licenses. You can not share licenses among difference CMC appliances. 

    Use one of the following methods to switch the managed Steelhead appliances from the primary to the secondary CMC: 

    • The simpler method is to reassign the primary IP address of the primary CMC to the primary IP address of the secondary CMC. Using the earlier example, this is riverbedcmc in DNS or Active Directory. Because the secondary CMC has the database of Steelhead appliances inherited from the restore function of the primary CMC, it begins to manage each appliance as the appliance reconnects to its configured CMC.

    • The alternative method is to execute the cmc hostname command on each managed Steelhead appliance and change the CMC to the secondary CMC

    Multiple CMCs cannot manage the same Steelhead appliance, so when performing a full backup onto a warm standby, there is potential risk that the backup CMC will take over management for some Steelhead appliance if there is a brief network disruption.

  
    Using the Secure Vault

    You can change user passwords, change the secure vault password, and unlock the secure vault from the Appliance Operations tab on the Appliances page. 

    The Steelhead appliance secure vault contains sensitive information from your Steelhead appliance configuration, including SSL private keys and the RiOS data store encryption key. These configuration settings are encrypted on the disk and secure at all times, using AES 256-bit encryption. 

    Initially, the secure vault is keyed with a default password known only to RiOS. This allows the Steelhead appliance to automatically unlock the vault during system startup. 

    You can change the password, but the secure vault does not automatically unlock on startup. 

    To optimize SSL connections or use RiOS data store encryption, you must manually unlock the secure vault. The Steelhead appliance reboots if you change the password from the default password.

    If you configure the secure vault password through the CMC Change Secure Vault Password page, the CMC automatically unlocks the Steelhead appliance secure vault if you change the password from the default value when the Steelhead appliance connects to the CMC (after boot or after network connectivity has been restored post-failure). 

    The Steelhead appliance secure vault password is stored in the CMC secure vault. If you change the CMC secure vault password from the default, the vault must be manually unlocked when the CMC boots up.

    Certificates stored in the Steelhead appliance secure vault are not backed up by the nightly CMC backups. You must create a separate policy to back up the certificates.

    Certificates you configure in the CMC policy are stored in the secure vault of the CMC.

    If you introduce a CMC into a preexisting Steelhead appliance environment and change the default secure vault password for a Steelhead appliance, use the unlock secure vault operation on the Appliances page. This command unlocks the Steelhead appliance secure vault and preserves the Steelhead appliance secure vault password as part of the CMC configuration. The Steelhead appliance secure vault password is stored in the CMC's secure vault.

  
    Using Management ACLs

    The CMC supports the Management ACL. The Management ACL enables you to restrict access to the CMC management functions by limiting network access. You configure rules to accept or reject packets that match specific source IP addresses, subnets, or ports. 

    For details on configuring the Management ACL, see the Riverbed Central Management Console User’s Guide. For details on SSL and CMC, see the Steelhead Appliance Deployment Guide - Protocols.

  
    Managing Licenses Using the CMC

    The CMC can manage licenses on Steelhead and Interceptor appliances. 

    To view licenses for an appliance on the CMC

    1.	Open the Appliance page.

    2.	Select the Appliance Pages tab for a specific appliance.

    3.	Select Licenses.

    Figure 3‑9. License Tab[image: ]

    You can add or remove licenses from this page (Figure 3‑9). License information does not populate until you perform the fetch operation under Manage > Appliances > Appliance Pages. Alternatively, you can configure the CMC to fetch licenses from the Riverbed licensing portal. 

    Note: For safety, the CMC does not delete any licenses on the appliance. You can push licenses to the Steelhead appliance even if you have not fetched appliance information.

    Figure 3‑10 shows the fetch operation. The CMC does not automatically fetch the licenses from the Steelhead appliances. Click the Fetch Appliance Configuration button to fetch licenses (and other appliance-specific information).

    Figure 3‑10. Fetch Operation[image: ]

  
    Using the CMC for Interceptor Appliance Management 

    Interceptor appliance management is supported by CMC v8.5 or later. From a topology and functional point of view, Interceptor appliances work in conjunction with Steelhead appliances. The topology you choose for your Interceptor and Steelhead appliances defines how you configure the function of your Interceptor appliance. The CMC enables you to manage all Interceptor appliance configurations in one centralized location. You can manage Interceptor appliances as individual appliances, or as part of a Steelhead and Interceptor appliance cluster.

    Riverbed recommends that you use the CMC Cluster Configuration Wizard to configure Steelhead and Interceptor appliance clusters instead of individually configuring each appliance. When you use the Cluster Configuration Wizard, you streamline and simplify the configuration and avoid mistakes. 

    If there are configuration parameters of the Interceptor appliances that are not directly related to the cluster, you can use the CMC to configure these as policies. You configure Interceptor appliances that are not in clusters the same way you configure Steelhead appliances—define policies and apply them to an Interceptor appliance or groups of Interceptor appliances. 

    The CMC does not support VLAN segregation in Interceptor v4.0 or later. 

    For more details on Steelhead and Interceptor appliance clusters, see “Appliance Clusters”. For more general information about the Interceptor appliance, see the Interceptor Appliance User’s Guide and the Interceptor Appliance Deployment Guide. For details on how to configure the Interceptor appliance and the CMC, see the Riverbed Central Management Console User’s Guide.

  
    Using the CMC to Manage RSP and VSP on the Steelhead Appliance

    Choose the Manage > RSP/VSP menu to manage RSP and VSP images and packages and to configure an RSP and VSP on Steelhead appliances. The RSP/VSP Appliances page (Figure 3‑11) displays the health and status of the RSP or VSP service on Steelhead appliances under CMC control, as well as the state of each package slot on the appliance. 

    For details on managing RSP on a Steelhead appliance using CMC, see the Riverbed Central Management Console User’s Guide. For details on managing VSP on a Steelhead EX using CMC, see the Steelhead EX Management Console User’s Guide.

    Figure 3‑11. RSP/VSP Appliances Page[image: ]

    Appliances that do not support RSP or VSP do not appear on the RSP/VSP Appliances page. RSP is supported on Steelhead appliance models 250, 520, 550, 1050, 2050, 5050, 6050, and 7050. 

    RSP provides two sets of software images. The RSP image (Figure 3‑12) is compiled for either a 32-bit or 64-bit Steelhead appliance architecture. The RSP image is not installed by default in RiOS; you must upload the image to the Steelhead appliance. However, if you are using Steelhead EX, the VSP image is an integral part of RiOS, and you do not need to separately upload the image.

    Note: VSP is supported on Steelhead EX models xx60. CMC can manage VSP packages on Steelhead EX v1.0. For subsequent Steelhead EX versions, you must use VMware vCenter or vSphere client to manage VSP packages. 

    Figure 3‑12. RSP Image Library[image: ]

    The second software image is the set of RSP and VSP packages (Figure 3‑13). These packages run on RSP and VSP and perform branch services on the Steelhead appliance. 

    Figure 3‑13. RSP/VSP Package Library[image: ]

    After the RSP and VSP images are copied to the CMC's libraries, perform the following steps to manage RSP from the CMC.

    To manage RSP and VSP from the CMC

    1.	Push the RSP software to the Steelhead appliance (or to a group of Steelhead appliances).

    2.	Push relevant RSP or VSP packages to the Steelhead appliance or Steelhead EX.

    3.	Install the RSP or VSP package into the slot.

    4.	Create a Branch Services policy for in-path packages to:

    delegate which package is installed into which slot. For example, you might configure Windows Server 2008 package to run in slot 1 of all the Steelhead appliances in the group EMEA Branch,

    control data flow to packages. For example, you can configure a Windows Server 2008 package to be on the LAN-side of the Steelhead appliance, or to have an intrusion detection package configured in-path.

    5.	Push the Branch Services policy to the Steelhead appliances.

    For details on managing branch services from the CMC, see the Riverbed Central Management Console User’s Guide.

     

     

  
    Path Selection

    This chapter describes path selection for the CMC. It includes the following sections:

    • “Overview of Path Selection”

    • “Overview of a Path Selection Policy for the CMC”

    • “Configuring Basic Path Selection”

    • “Configuring Path Selection Using Wildcard Pattern Match”

  
    Overview of Path Selection

    Path selection is a RiOS technology commonly known as intelligent dynamic WAN selection. You can use path selection to define a specific WAN gateway for certain traffic flows, overriding the original destined WAN gateway. WAN egress control is a transparent operation to the client, server, and any networking devices such as routers or switches. When you configure path selection, the Steelhead appliance changes the outbound physical interface transparently to the client, the server, and the intended default routing. This granular path manipulation enables you to better use and more accurately control traffic flow across multiple WAN circuits. 

    For more information about path selection, see the Steelhead Appliance Deployment Guide and the Steelhead Appliance Management Console User’s Guide.

  
    Overview of a Path Selection Policy for the CMC

    This section describes a high-level configuration of path selection as a policy. 

    Path selection configuration on the CMC is a split-policy push if you compare it to traditional Steelhead appliance features. On the Steelhead appliance, path selection is a complete feature in two separate areas:

    • Path Selection - in which you create the logical paths with their properties.

    • Riverbed basic and advanced Quality of Service (QoS) - associate the paths created to sites and applications.

    For more information about QoS, see the Steelhead Appliance Deployment Guide and the Steelhead Appliance Management Console User’s Guide.

    You need a multiple policy setup on the CMC because the path selection configuration page is considered to be a common configuration among multiple Steelhead appliances. Properties configured on the Appliance pages are appliance-specific properties and generally are not shared among multiple appliances. In other words, you configure path selection configuration on the CMC as a part of the specific appliance and as a general appliance settings. 

    The final step is to configure a QoS policy to link the paths to the sites and applications to steer the traffic flow. 

    Path selection properties from the various configuration settings are tied together using the path names. Riverbed recommends that you adhere to a common naming convention for a successful path selection policy deployment using the CMC. Be aware that an incorrect or missing path in a policy results in a policy-push failure—the CMC cannot validate the configuration.

    In addition, CMC includes an option based on a wildcard pattern match to help simplify the configuration. Wildcard pattern match is highly dependent on a standardized, common, naming convention.

    Note: Wildcard pattern match is for the CMC configuration policy push. Wildcard pattern match is not an available on the Steelhead appliance.

    For more information about wildcard pattern match, see “Configuring Path Selection Using Wildcard Pattern Match”. For complete details on path selection configuration and policy configuration, see the Riverbed Central Management Console User’s Guide.

  
    Configuring Basic Path Selection

    This section describes basic path selection configuration. The example is a typical configuration for a branch office, using a policy named PathSelection.

    To configure basic path selection

    1.	Open the PathSelection policy. 

    2.	Select the Path Selection and Outbound QoS (Basic), Outbound QoS (Advanced) to associate to the policy and click Apply. 

    Figure 4‑1. Associate Path Selection and QoS to a Policy[image: ]

    3.	Open the Editing Policy: PathSelection, Path Selection page, select Enable Path Selection, and add the desired path. 

    You must provide a name for the path and a valid remote IP to probe and verify the path status.

    Figure 4‑2. Enable Path Selection[image: ]

    You can reuse the policy shown in Figure 4‑2 for multiple Steelhead appliances if the WAN network design has a common configuration across all remote branches. Riverbed recommends that you configure remote branches with identical multiple paths in which you can use common path references such as MPLS1 and MPLS2, or WANPATH1 and WANPATH2. The common naming convention must use the same remote IP address to probe for each path. 

    The commonality of path name, and remote IP to probe, enables the CMC to push a common path selection policy to multiple branches.

    4.	Choose Manage > Appliances and select the specific appliance to edit, and select Appliance Pages.

    5.	Select Path Selection and configure the path properties. 

    Note: This differs from the Steelhead appliance direct configuration. On the Steelhead appliance, path properties are located on the same page. 

    Figure 4‑3. Complete Path Selection on Appliance Pages[image: ]

    Use the same path name used in Step 3. You must use the same path name or the policy does not deploy. 

    Configure the proper gateway IP address for this path and the associated in-path interface used. 

    Figure 4‑4. NEED TITLE[image: ]

    Click Include to include these properties part of the policy push.

    At this point path creation is complete. Repeat steps Step 4 and Step 5 for every remote site. 

    6.	Change the Outbound QoS (Basic) page, and select the Application tab. 

    7.	Select the application for which you want to steer the traffic flow. 

    Figure 4‑5. QoS Tab[image: ]

    Using a proper naming standard and similar path selection configuration is helpful when you associate the paths to specific applications. By adhering to these best practices, you can reuse the QoS policy configuration section for multiple branch appliances. 

    For example, if you have two paths at each branch (MPLS1 and MPLS2) and you need to control the CIFS application onto MPLS2 at all sites, then configure the paths to select MPLS2 as path 1 and push to all remote sites. The policy is applied to all Steelhead appliances, as the path selection configuration contains an MPLS2 path and all remote sites are using a common IP node to probe for all of the remote sites. The only difference between the remote branches is that the IP address of the gateway and possibly the in-path interface. These two settings are appliance-specific configurations.

  
    Configuring Path Selection Using Wildcard Pattern Match

    When you configure path selection, you have the option to use a wildcard pattern match. The wildcard pattern match option enables the CMC to use its path name knowledge to properly join multiple, dynamically-generated path possibilities and apply the path selections to a Steelhead appliance configuration. Riverbed recommends that you use wildcard pattern match for Steelhead appliances in which you have central aggregation of the path selection paths. In other words, full-mesh connectivity in which you need to configure end sites with full path choices to any and all sites. 

    Wildcard pattern match enables the CMC to derive a path selection configuration when the site name substring matches the path name substring. You configure the site name substring in the QoS site configuration parameter, and the path name substring is found in the path selection policy. 

    For example, Figure 4‑6 shows a company with a data center in the USA has branch offices in the following countries: Brazil, China, and Germany. Each site has two MPLS connections for redundancy: MPLS1 and MPLS2. 

    Each site is capable of directly communicating with the other sites using either MPLS provider. Therefore, each Steelhead appliance is configured with two paths to each of the three corresponding sites—for a total of six paths. Because the Steelhead appliance QoS configuration requires a default site to exist as an escape valve for any traffic not matching the remote sites, two additional paths are created.

    Figure 4‑6. Full-Mesh Connectivity Among Multiple Branch Offices[image: ]

    To configure wildcard pattern match for the example shown in Figure 4‑6

    1.	On the CMC, create a policy, named Path Selection. Include Outbound QOS and Path Selection.

    Figure 4‑7. Creating a Policy For Wildcard Matching[image: ]

    2.	Edit the Path Selection page and create as many paths as possible. 

    For example, Figure 4‑8 shows two possible paths to the Brazil site (MPLS1Brazil and MPLS2Brazil) and both paths probe the identical remote IP for path availability. 

    Note: Remember to create the Default Site path to complete the configuration. Figure 4‑8 shows the local gateway used as a remote IP to probe. For details on the Default Site path, see the Steelhead Appliance Deployment Guide.

    Figure 4‑8. Creating Possible Paths[image: ]

    3.	Open the Outbound QoS (Basic) page.

    4.	Using the wildcard pattern match, configure the applications for which you want to apply the path selection configuration. You must enter wildcard pattern match format as such: *path*. The asterisk "*" must prepend and terminate the path name substring. Path names are not case sensitive.

    Wildcard pattern match joins the path name with the site name and create a path selection entry for each possible path setting. Riverbed recommends that you configure a basic QoS policy, because the CMC policy configuration automatically migrates to an advanced QoS configuration on a Steelhead appliance with fully-resolved path selection settings.

    Note: Before you the policy is pushed, you can view the basic QoS configuration in advanced QoS mode to verify the site names are resolved. 

    Figure 4‑9 shows the CIFS application traffic steered towards MPLS1 as the primary path, and MPLS2 as the secondary path.

    Figure 4‑9. Configure Applications for Path Selection[image: ]

    5.	Complete the QoS configuration by configuring the multiple remote sites and their associated subnets and remote bandwidth.

    Note: The CMC QoS configuration requires you to enter a bandwidth value, but you do not need to enable QoS enforcement for path selection. The bandwidth number is strictly a mute number entry.

    Figure 4‑10. Complete QoS Configuration[image: ]

    6.	Add a site-specific path selection configuration o the each site using the wildcard match feature.

    This step is optional. 

    Figure 4‑11 shows the Brazil site configured with preferred MPLS2 as the first path, and MPLS1 as a second option. Recall from Step 4 in which the CIFS application was manipulated to take MPLS1 as the primary path.

    Figure 4‑11. Add Site-Specific Path Selection[image: ]

    7.	Choose Manage>Appliances page, select the appliance you want to edit, and select Appliance pages to edit appliance specific properties. 

    8.	Include path selection in the policy push, and select Path Selection.

    9.	Type the wildcard pattern match format with the proper gateway IP and preferred in-path interface. The wildcard pattern match feature automatically replicates these properties with the various path combinations.

    Figure 4‑12. Wildcard Match as Path Name[image: ]

    10.	Save the configuration and push the policy to the specific Steelhead appliance.

     

     

  
    Appliance Clusters

    This chapter describes the basic appliance cluster operations for the CMC. It includes the following sections:

    • “Overview of Appliance Clusters”

    • “Configuring the CMC to Manage Appliance Clusters”

  
    Overview of Appliance Clusters

    Steelhead and Interceptor appliance clusters are sets of appliances collaborating to provide optimization in complex architectures in such a way that they act as one big component. 

    You must be running CMC v8.5 or later to configure and manage clusters. 

    For more information about clusters, see the Interceptor Appliance User’s Guide and the Interceptor Appliance Deployment Guide. 

    Riverbed recommends that you use the CMC to manage appliance clusters for the following reasons:

    • Enables easier configuration, operation, and management - You tend to make fewer errors because you create one rule in one place for all cluster members (load balancing rules, and so on). You can also manage all the IP addresses in the cluster, simplifying cluster modification when you add an appliance.

    • Provides graphical representation of a particular topology - With the CMC Cluster Configuration Wizard, you create a graphical representation of your topology, which creates an easier environment for you to understand visually.

  
    Configuring the CMC to Manage Appliance Clusters

    This section focuses on a high-level configuration of the cluster. For complete details on cluster configuration, see the Riverbed Central Management Console User’s Guide.

    Riverbed recommends that you create a group for all clustered appliances, and inside that group create a subgroup for Interceptor appliances and another subgroup for Steelhead appliances. A graphical representation of your cluster is shown during the configuration process when you use the Cluster Configuration Wizard. Breaking appliances into subgroups enables you to view a tree that matches the elements of the cluster from the Manage > Appliance page. 

    After you create a cluster, the appliances composing the cluster are locked. For example, in the Appliance page, you cannot delete a Steelhead appliance that is a member of a cluster. 

    Figure 5‑1. Cannot Delete Appliance Error Message[image: ]

    Because a cluster is a key element of the optimization layer, this locking down mechanism also serves as a security measure, avoiding deletion by mistake. You can add or remove Steelhead appliances from a defined cluster using the Cluster Configuration Wizard. After making any changes to the cluster, perform another cluster push to apply those changes to the appliances.

    To configure the CMC to manage appliance clusters

    1.	Register Steelhead and Interceptor appliances.

    2.	Configure in-path interfaces for each appliance in the cluster.

    You must correctly configure the in-path addresses of every appliance in the cluster, because the cluster protocol uses these IP addresses for communication. 

    Connection forwarding neighbors are automatically configured with the Cluster Configuration Wizard, shown in Step 4.

    3.	Configure the general policy settings.

    Use policies to configure individual appliance options (because these configurations are not a part of the cluster configuration). 

    For example, configure SH-NY to specify a particular CIFS configuration. You can also apply a policy to the Cluster group: for example, if you want to use a port label for a particular application, you can configure this policy for all members of MainDC.

    4.	Use the Cluster Configuration Wizard to define the cluster.

    The Cluster Configuration Wizard binds the appliances into a cluster and allows you to choose between the well-known Interceptor appliance cluster topologies. 

    By the time you complete the wizard, every cluster member has the proper configuration, including failover and connection forwarding. At the same time, the wizard creates a a graphical representation of the cluster. 

    After you configure the cluster, you can check the cluster in by choosing Manage > Cluster. Figure 5‑2 shows an example cluster named single, which consists of the Interceptor appliance siskoIC and two Steelhead appliances: BranchSH and MySCA.

    Figure 5‑2. Example Cluster[image: ]

    Figure 5‑3 shows the cluster members in the Manage > Appliances page. Next to the cluster members is the cluster icon.

    Figure 5‑3. Single Cluster Members[image: ]

    5.	Configure cluster rules.

    You can configure the cluster rules from the Manage > Cluster page. You can apply all rules, avoiding human configuration errors because you configure once and apply that configuration to all appliances.

    Figure 5‑4. Cluster Configuration[image: ]

    6.	Policy push (General)

    Push the general policy configuration you created in Step 3 to the cluster members.

    7.	Policy push (Cluster)

    Push the policy you created in Step 4 to the cluster members. 

    Figure 5‑5. Policy Push Success[image: ]

    If the policy push fails, read through the operation history. The history provides information about the policy push failure. Figure 5‑6 shows an example failure.

    Figure 5‑6. Policy Push Failure[image: ]

    Consider the following when you create clusters:

    • Changes made to the cluster configuration pages modify all the Interceptor appliances in the cluster after a cluster push.

    • The cluster push operation results in either all or nothing success.

    • Use the Cluster page instead of individual Appliance pages. By doing so, you avoid mistakes and have a graphical representation of your design.
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