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    Preface

    Welcome to the Interceptor Appliance Deployment Guide. Read this preface for an overview of the information provided in this guide, the documentation conventions used throughout, additional resources, and contact information. This preface includes the following sections:

    • “About This Guide” on page 1

    • “Additional Resources” on page 3

    • “Contacting Riverbed” on page 3

    • “What Is New” on page 4

  
    About This Guide

    The Interceptor Appliance Deployment Guide describes the Interceptor appliance, including how to design and deploy an Interceptor and Steelhead appliance cluster.

    Riverbed products names have changed. At the time of publication, the user interfaces of the products described in this guide have not changed, and the original names are used in the text. For the product naming key, see http://www.riverbed.com/products/?pid=Home_Hero:+New+Product+Names#Product_List.

    This guide includes information relevant to the following products:

    • RiOS system (RiOS system)

    • Riverbed Steelhead appliance (Steelhead appliance)

    • Riverbed Steelhead CX appliance (Steelhead CX)

    • Riverbed Steelhead EX appliance (Steelhead EX)

    • Riverbed Virtual Steelhead (VSH)

    • Riverbed Cloud Steelhead (CSH)

    • Central Management Console (CMC)

    • Central Management Console Virtual Edition (CMC-VE)

    • Riverbed Steelhead Mobile software (Steelhead Mobile)

    • Riverbed Steelhead Mobile Controller (Mobile Controller)

    • Riverbed Steelhead Mobile Client (Mobile Client)

    • Riverbed Interceptor appliance (Interceptor appliance)

    • Riverbed Virtual Services Platform (VSP)

    • Riverbed Services Platform (RSP)

    Audience

    This guide is written for storage and network administrators familiar with administering and managing WANs using common network protocols such as TCP, CIFS, HTTP, FTP, and NFS.

    You must also be familiar with:

    • the Interceptor appliance. For details, see the Interceptor Appliance User’s Guide and the Interceptor Appliance Installation Guide.

    • the Management Console. For details, see the Steelhead Appliance Management Console User’s Guide. 

    • connecting to the RiOS CLI. For details, see the Riverbed Command-Line Interface Reference Manual. 

    • the installation and configuration process for the Steelhead appliance. For details, see the Steelhead Appliance Installation and Configuration Guide.

    Important:  The Interceptor appliance CLI commands used in the configuration examples use Interceptor v3.0 and later. For information about Interceptor appliance versions prior to v3.0, see the appropriate version of the Interceptor Appliance User’s Guide and the Riverbed Command-Line Interface Reference Manual.

    Document Conventions

    This guide uses the following standard set of typographical conventions.

    
      
      
        	
          Convention

        
        	
          Meaning

        
      

      
        	
          italics

        
        	
          Within text, new terms, emphasized words, and REST API URIs appear in italic typeface. 

        
      

      
        	
          boldface

        
        	
          Within text, CLI commands, CLI parameters, and REST API properties appear in bold typeface.

        
      

      
        	
          Courier

        
        	
          Code examples appears in Courier font:

          amnesiac > enable
amnesiac # configure terminal

        
      

      
        	
          < >

        
        	
          Values that you specify appear in angle brackets: interface <ipaddress>

        
      

      
        	
          [ ]

        
        	
          Optional keywords or variables appear in brackets: ntp peer <addr> [version <number>] 

        
      

      
        	
          { }

        
        	
          Required keywords or variables appear in braces: {delete <filename>}

        
      

      
        	
          |

        
        	
          The pipe symbol represents a choice to select one keyword or variable to the left or right of the symbol. The keyword or variable can be either optional or required: {delete <filename> | upload <filename>}

        
      

    

  
    Additional Resources

    This section describes resources that supplement the information in this guide. It includes the following:

    • “Release Notes” on page 3

    • “Riverbed Documentation and Support Knowledge Base” on page 3

    • “Online Documentation” on page 3

    Release Notes

    The online software release notes supplement the information in this manual. The release notes are available in the Software section of the Riverbed Support site at https://support.riverbed.com. The following table describes the release notes.

    
      
      
        	
          Release Notes

        
        	
          Purpose

        
      

      
        	
          <product>_<version_number>
<build_number>.pdf

        
        	
          Describes the product release and identifies fixed problems, known problems, and workarounds. This file also provides documentation information not covered in the manuals or that has been modified since publication. 

        
      

    

    Examine this file before you begin the installation and configuration process. It includes important information about this release of the Steelhead appliance.

    Riverbed Documentation and Support Knowledge Base

    For a complete list and the most current version of Riverbed documentation, go to the Riverbed Support site at https://support.riverbed.com. 

    The Riverbed Knowledge Base is a database of known issues, how-to documents, system requirements, and common error messages. You can browse titles or search for keywords and strings. To access the Riverbed Knowledge Base, log in to the Riverbed Support site at https://support.riverbed.com.

    Online Documentation

    The Riverbed documentation set is periodically updated with new information. To access the most current version of Riverbed documentation and other technical information, consult the Riverbed Support site at https://support.riverbed.com.

  
    Contacting Riverbed

    This section describes how to contact departments within Riverbed.

    Internet

    You can learn about Riverbed products at http://www.riverbed.com. 

    Technical Support

    If you have problems installing, using, or replacing Riverbed products, contact Riverbed Support or your channel partner who provides support. To contact Riverbed Support, open a trouble ticket by calling 1-888-RVBD-TAC (1-888-782-3822) in the United States and Canada or +1 415 247 7381 outside the United States. You can also go to https://support.riverbed.com.

    Professional Services

    Riverbed has a staff of professionals who can help you with installation, provisioning, network redesign, project management, custom designs, consolidation project design, and custom coded solutions. To contact Riverbed Professional Services, email proserve@riverbed.com or go to http://www.riverbed.com/us/products/professional_services/. 

    Documentation

    The Riverbed Technical Publications team continually strives to improve the quality and usability of Riverbed documentation. Riverbed appreciates any suggestions you might have about its online documentation or printed materials. Send documentation comments to techpubs@riverbed.com.

  
    What Is New

    Since the last release of the Interceptor Appliance Deployment Guide (July 2013), the following changes have been made: 

    • Updated - “Overview of Redirection and Optimization” on page 22

    • Updated - “Deploying Quad Interceptor Appliances” on page 47

    • New - “Authentication and Security” on page 83

  
    Overview of the Interceptor Appliance

    This chapter includes the following sections:

    • “Overview of the Interceptor Appliance” on page 5

    • “Comparing WCCP, PBR, and Layer-4 Redirection Without Steelhead Appliances” on page 7

  
    Overview of the Interceptor Appliance

    The Interceptor appliance is an in-path clustering solution you can use to distribute optimized traffic to a local group of Steelhead appliances. The Interceptor appliance does not perform optimization itself. Therefore, you can use it in very demanding network environments with extremely high throughput requirements. The Interceptor appliance works in conjunction with the Steelhead appliance and offers several benefits over other clustering techniques, such as WCCP or Layer-4 switching, including native support for asymmetrically routed traffic flows. 

    Figure 1‑1. Basic Interceptor Appliance Deployment Example[image: ]

    Figure 1‑1 shows an example of an Interceptor appliance deployment. Traffic between local and remote hosts can use one or both links to the WAN. The deployed Interceptor appliances are configured to work together with the Steelhead appliances to ensure that optimization occurs, regardless of the path used. The Steelhead appliances have redundant physical connections to the LAN infrastructure to ensure that a single failure does not prevent optimization.

    You can deploy Interceptor appliances in an in-path or a virtual in-path configuration using the same network bypass interface cards as Steelhead appliances in the same highly available and redundant configurations: 802.1Q links, across multiple in-path links, in series, in parallel, or in a virtual in-path configuration with WCCP or PBR. In addition, you can deploy Interceptor appliances physically in-path on EtherChannel or other link aggregation trunks. Interceptor appliances use connection forwarding between themselves and the Steelhead appliance cluster to support detection, redirection, and optimization of asymmetrically routed traffic flows.

    The Interceptor appliance provides multiple approaches for distributing TCP connections to Steelhead appliances. You can send traffic to one or a set of Steelhead appliances based on source IP address, destination IP address, destination port, and VLAN tag. For example, you can configure the Interceptor appliance to redirect traffic for large replication jobs to Steelhead appliances tuned to data protection workloads, while redirecting traffic for user application optimization to different Steelhead appliances. 

    Because the Interceptor appliance works in conjunction with Steelhead appliances, it has several unique capabilities compared to other clustering solutions. Clustered Steelhead appliances determine which connections are optimized with auto-discovery, and can share this information with the Interceptor appliance so that redirection occurs only for optimized connections. The Interceptor appliance can dynamically determine and direct traffic for optimization to the least-loaded Steelhead appliances based on their resource usage. To help drive efficiency of the clustered Steelhead appliance data store, the Interceptor appliance maintains peer affinity between the clustered Steelhead appliances and remote Steelhead appliances (or remote Steelhead Mobile). When the Interceptor appliance chooses a Steelhead appliance in the cluster to optimize a flow, it prefers a clustered Steelhead appliance that has previously been paired with the remote Steelhead appliance connection.

    The Interceptor appliance supports real-time cluster administration, enabling you to add, modify, or remove a clustered Steelhead appliance with no disruption to operations in progress, except on the optimized connections of the target Steelhead appliance. You can put a clustered Steelhead appliance in paused mode, so that no new connections are redirected to it, while leaving configuration rules in place. You can place Steelhead appliances that are part of the cluster anywhere in the data center network, including in a separate subnet. Another example is to use Interceptor appliances across two geographically close data centers connected through high-speed links, such as 1-Gbps or 10-Gbps MAN links, and use the connection-sharing abilities to treat the two locations as one logical site. This connection provides optimization even in the case of network asymmetry (traffic coming in one location and out the other), while leveraging the same cluster of Steelhead appliances. 

    The Interceptor appliance uses the same network interface cards as the Steelhead appliances, so it can support several different physical connectivity options, including copper or fiber Ethernet ports and 10 Gbps fiber interface cards. The IC9350 has four 1 Gbps copper ports (two in-paths, each with a LAN and WAN port) and expansion slots that allow up to four additional network interface cards. Available network cards include 4-port 1-Gbps or 2-port 10-Gbps cards of different media.

    Note: Riverbed recommends that if you use the 10-Gbps cards, you use the slots in the following order: 2, 3, 5, and 1. If you use 1-Gbps cards, you can use slots 1 through 4 in any order. 

    With network interface cards that support hardware assist, designated pass-through traffic can be processed entirely in the hardware, allowing close to line-rate speeds for pass-through traffic. 

    For more information about network interface cards, see the Interceptor Appliance User’s Guide. 

    The Interceptor appliance supports the same concepts of fail-to-block and fail-to-wire as the Steelhead appliance. If a serious failure occurs on the Interceptor appliance (including loss of power), it either passes traffic through for fail-to-wire mode, or prevents traffic from passing for fail-to-block mode.

    Prior to Interceptor appliance v3.0, the IC9350 supports up to 12 Gbps of total system throughput. Version 3.0 introduces a software-packet-processing enhancement feature called Xbridge. Xbridge, when using 10 Gbps interfaces, provides up to 40 Gbps of total throughput: 20 Gbps inbound and 20 Gbps outbound (you can enable Xbridge with the xbridge enable command). Pass-through traffic that is hardware-assisted (using the 10-Gbps interface network cards) does not count toward this total. The IC9350 supports clusters of up to 25 Steelhead appliances, and can redirect 1,000,000 simultaneous TCP connections.

    Interceptor appliance v4.0 and later provides VLAN segregation to support network environments in which you want to use network virtualization—also known as virtual routing and forwarding (VRF). The Interceptor appliance supports virtualization by creating an instance corresponding to a VRF and associates the virtual local area networks (VLANs) to the instance. In this way, the Interceptor appliance can maintain the 802.1q VLAN tag and support multitenancy, IP addresses overlap between instances, or situations in which you need traffic separation.

    For more information about VLAN segregation, see “VLAN Segregation” on page 65.

  
    Comparing WCCP, PBR, and Layer-4 Redirection Without Steelhead Appliances

    The Interceptor appliance redirects packets to a Steelhead appliance, so that you can place the Steelhead appliance virtually in the data transmission path of TCP connections. Although there are other virtual in-path deployment methods for the Steelhead appliance (including WCCP, PBR, and Layer-4 redirection), using the Interceptor appliance combines and adds many advantages while avoiding many disadvantages of these methods. 

    For example, when planning WCCP deployments, you must consider whether all of the redirectors (routers or switches) are in the same subnet as the in-path interface IP address of the Steelhead appliance, because any Layer-3 hops between the redirectors and the Steelhead appliance require GRE encapsulation on directed and returned traffic. This has both a performance impact on the redirectors and an impact on the maximum data that can be included in a packet. For many networks, it is common for the WAN connecting devices—on which you can configure WCCP—to be on completely different subnets. For this reason, most WCCP deployments must use GRE as a redirection mechanism, especially to support asymmetric flows across the paths to the WAN.

    For Interceptor deployments, Layer-3 hops do not cause a performance difference on the redirecting Interceptor appliance. Additionally, the redirection protocol is designed so that full-size packets can be redirected to the Steelhead appliance without requiring any MSS or MTU adjustments on any optimized or nonoptimized traffic. This simplifies many of the considerations for large or complex networks. 

    For more information about changes to the MTU and optimized traffic TCP MSS settings, and MTU guidelines, see https://supportkb.riverbed.com/support/index?page=content&id=S14463.

    Another important example is the behavior of pass-through traffic. For WCCP, PBR, or Layer-4 redirection methods, there is no way to signal the redirector that a particular flow should not be redirected to a Steelhead appliance, despite the fact that a Steelhead appliance, through the auto-discovery process, determines in the first few packets whether a flow can be optimized or not. Thus the redirectors might send large amounts of traffic unnecessarily and wastefully to a Steelhead appliance. To avoid this unnecessary traffic, you must carefully use access lists or other filter methods to limit the redirected traffic to only those sites or applications that are optimized.

    In Interceptor deployments, the appliances redirect the few packets at the beginning of a connection so that the Steelhead appliance can perform auto-discovery. The Steelhead appliance signals the Interceptor appliance if future packets for the flow must be redirected. If the Steelhead appliance does not request future packets for the flow, no packets are redirected. This per-flow mechanism saves the overhead of pass-through traffic being redirected, and saves you from manually mimicking the auto-discovery process through the ongoing maintenance of access lists.

    A final example is the response of the redirector to a Steelhead appliance failure. For example, in WCCP deployments, if a Steelhead appliance fails, it can take up to 30 seconds for the switch or router to declare it has failed and to stop sending traffic. At that point, the buckets that WCCP uses to partition the traffic among the remaining Steelhead appliances are recomputed and changed. Thus the traffic being redirected to the remaining Steelhead appliances might change, without consideration for which Steelhead appliance was optimizing each particular flow. 

    Because the Steelhead appliances protect against this by using connection forwarding, after a Steelhead appliance failure, a large amount of traffic is redirected with WCCP, potentially to the different Steelhead appliances. The Steelhead appliances must redirect the traffic a second time among the cluster. In the case of a new connection, this can result in cold performance for traffic that would have been warmed if sent to the original Steelhead appliance. This process also happens when a Steelhead appliance is added to a WCCP cluster.

    Interceptor appliances detect a Steelhead appliance failure in three seconds. Only the connections optimized by the failed Steelhead appliance are impacted. All other connections are unaffected, and are redirected to the appropriate Steelhead appliances. You can control the removal of a Steelhead appliance by marking it as paused on the Interceptor appliance, and new connections are not redirected to it. Existing optimized connections continue uninterrupted. You can add a Steelhead appliance to an Interceptor appliance cluster without impacting other optimized connections.

     

     

  
    Interceptor Appliance Deployment Design

    This chapter explains the basic design for physical in-path and virtual in-path Interceptor appliance deployment. It includes the following sections:

    • “Physical In-Path Interceptor Appliance Deployment” on page 9

    • “Virtual In-Path Interceptor Appliance Deployment” on page 19

    • “Overview of Redirection and Optimization” on page 22

    • “Deployment Verification” on page 25

    • “GRE, MPLS, and VRF” on page 25

    • “QoS in an Interceptor Appliance Deployment” on page 26

  
    Physical In-Path Interceptor Appliance Deployment

    This section includes the following topics:

    • “Overview of Physical In-Path Interceptor Appliance” on page 10

    • “Cabling and Duplex” on page 12

    • “IP Address and Gateway Selection” on page 12

    • “Default Gateway and Routing Configuration” on page 13

    • “EtherChannel and LACP” on page 15

    • “802.1Q VLAN Trunks” on page 16

    • “Physical In-Path Interceptor Appliance Failure Modes” on page 18

    • “Interceptor Appliance Link State Propagation” on page 19

    Overview of Physical In-Path Interceptor Appliance

    Figure 2‑1 shows a simple setup before and after a single Interceptor and Steelhead appliance are deployed. The figure shows cabling for both the in-path interfaces and the primary (management) interfaces. No addressing changes are made on the hosts, switches, or routers. Only the cable configuration for the switch port that leads to the WAN is altered. The Steelhead and Interceptor appliances are allocated two IP addresses each:

    • One is assigned to the primary interface and is used for administrative and reporting purposes.

    • The other is assigned to the logical inpath0_0 interface and receives and transmits packets related to optimization. 

    Note: This chapter refers to the main interface on the Interceptor appliance as inpath0_0. Note that in certain circumstances (for example, fiber optic gigabit Ethernet), you can use a different interface (for example, inpath1_0).

    Figure 2‑1. Interceptor Appliance Deployment Before and After[image: ]

    This simple setup uses the following Interceptor appliance features and configuration options (see the cross-references that follow for detailed information about each feature and configuration):

    • You need only one Interceptor appliance for redirection because only one Ethernet link carries traffic to or from the WAN. 

    For details on deploying multiple Interceptor appliances, see “Interceptor Appliance Clusters” on page 27.

    • There is no optimization redundancy in case of an Interceptor appliance failure because only one Interceptor appliance is present. 

    For details on deploying multiple Interceptor appliances, see “Interceptor Appliance Clusters” on page 27.

    • The Interceptor appliance uses the default fail-to-wire mode, so that in the case of an Interceptor appliance fault (including loss of power), traffic continues to pass to and from the WAN. 

    For details on fail-to-wire mode, see “Physical In-Path Interceptor Appliance Failure Modes” on page 18.

    • Because only one Steelhead appliance is present, there is no optimization redundancy in case of a Steelhead appliance failure, nor can you configure traffic for optimization by multiple local Steelhead appliances. 

    Important: For details on using multiple Steelhead appliances, see “Interceptor Appliance Clusters” on page 27.

    • The Steelhead appliance has one in-path cable connected to the switch. Unplugging the cable causes all optimization to cease. 

    For details on using multiple in-path links to provide link redundancy, see “Interceptor Appliance Clusters” on page 27.

    • The Steelhead appliance is connected to the LAN switch, not to the WAN router. This typically minimizes the amount of traffic traversing the Interceptor appliance. 

    For details on choosing between LAN- and WAN-side Steelhead appliance placement, see “Interceptor Appliance Clusters” on page 27.

    • The Interceptor and Steelhead appliance in-path interfaces are in the same subnet. This setting is not required for Interceptor appliance deployments. 

    For details on why Layer-2 versus Layer-3 connectivity between the Steelhead and Interceptor appliance is not a factor in Interceptor appliance designs, see “Steelhead Appliance Placement and Configuration” on page 27.

    • Because the in-path interface of the Steelhead appliance in the cluster is on the same subnet as the Interceptor in-path interface, you only need to configure the WAN router as the default gateway on the Interceptor appliances inpath0_0 interface. 

    For details on how to configure the default gateway and routers, see “Default Gateway and Routing Configuration” on page 13.

    • The Interceptor appliance is deployed on a Layer-3 link. 

    For details on EtherChannel links and 802.1Q trunks, see “EtherChannel and LACP” on page 15 and “802.1Q VLAN Trunks” on page 16.

    • The site has no firewall or other network security device deployed. 

    For details on how Interceptor designs and deployments must take into account network security devices, see “Firewall and Monitoring Interaction” on page 32.

    To configure a physical in-path deployment for the Steelhead and Interceptor appliance as shown in Figure 2‑1

    1.	Connect to the Steelhead appliance and enter the following commands:

    interface inpath0_0 ip address 192.168.1.7 /24

    ip in-path-gateway inpath0_0 192.168.1.1

    interface primary ip address 192.168.1.8 /24

    ip default-gateway 192.168.1.1

    in-path enable

    in-path oop enable

    steelhead communication enable

    steelhead communication multi-interface enable

    steelhead name interceptor main-ip 192.168.1.5

    2.	Connect to the Interceptor appliance and enter the following commands:

    in-path interface inpath0_0 enable

    interface inpath0_0 ip address 192.168.1.5 /24

    ip in-path-gateway inpath0_0 192.168.1.1

    interface primary ip address 192.168.1.6 /24

    ip default-gateway 192.168.1.1

    steelhead communication multi-interface enable

    steelhead name steelhead main-ip 192.168.1.7

    The Steelhead appliance is configured for virtual in-path mode and has the Interceptor appliance in-path IP address configured as a connection-forwarding neighbor. The Steelhead appliance in-path interface is assigned an IP address, as is the primary interface. In Figure 2‑1, both are in the same subnet, using the same next-hop gateway. Physically, the Steelhead appliance wan0_0 and primary interface are cabled to the switch.

    The Interceptor appliance is cabled and addressed the same as a physically in-path deployed Steelhead appliance. (Compare this with the simple Steelhead appliance physical in-path deployment in the Steelhead Appliance Deployment Guide.) The Interceptor appliance has the Steelhead in-path IP address configured with the CLI steelhead command. Both the Steelhead and Interceptor appliance are configured as connection-forwarding neighbors. By default, they use TCP connections to their in-path IP addresses on port 7850 to communicate information regarding the connections that are redirected and the state of resource usage on the Steelhead appliance.

    When you use the multi-interface command, the Interceptor and Steelhead appliance can communicate with a newer underlying version of the connection forwarding protocol. Although it is not strictly needed, Riverbed recommends that you enable multi-interface on both the Steelhead and the Interceptor appliance in all new deployments, even if only a single in-path interface is in use.

    Cabling and Duplex

    The same recommendations for cable selection and duplex configuration for in-path Steelhead appliances apply to the Interceptor appliance. The IC9350 comes with a 4-port 1-Gbps onboard card, similar to the 3U XX50 Steelhead appliance. Most Interceptor deployments use 1 Gbps or higher speeds on their Ethernet bypass cards. For details, see the Steelhead Appliance Deployment Guide.

    IP Address and Gateway Selection

    An IP address is required for each enabled Interceptor in-path interface. 

    In some environments, the link between the switch and the router might reside in a subnet that has no available IP address. You can meet the IP address requirement in several ways, including:

    • expanding the subnet for the in-path interface.

    • creating a secondary interface, with a new subnet and IP address on the router and switch, and pulling the Interceptor appliance in-path interface IP address from the new subnet.

    • creating a new 802.1Q VLAN interface and subnet on the router and switch link, and pulling the Interceptor appliance in-path interface IP address from the new subnet. This also requires entering the appropriate in-path VLAN tag on the Interceptor appliance

    For details on 802.1Q VLANs, see “802.1Q VLAN Trunks” on page 16.

    Default Gateway and Routing Configuration

    Each enabled in-path interface requires an IP address and, in almost every deployment, a default gateway. An Interceptor appliance transmits packets whose destination addresses are one of the following:

    • A local Steelhead appliance

    • A local Interceptor appliance

    • A local server (only when the Steelhead appliance rejects the incoming packet)

    • A remote host (during the Steelhead appliance auto-discovery process, or when it rejects the incoming packet)

    If any of these devices are in different subnets than the in-path interface on the Interceptor appliance, that in-path interface must have a route that specifies the next hop for those locations.

    Because most Interceptor deployments have Steelhead appliances logically located on the LAN side, and because the number of subnets to reach remote hosts is expected to be far more than the number of subnets for local Steelhead and Interceptor in-path interfaces, the simplest and optimal configuration is that for each in-path interface to specify the WAN-side Layer-3 device as the default gateway. For each subnet containing local Steelhead or Interceptor appliance in-path interfaces, configure a static route whose next hop is the LAN-side Layer-3 device.

    Figure 2‑2 shows a sample Interceptor appliance cluster in which nearly every in-path interface is in a different subnet.

    Figure 2‑2. Quad Interceptor Appliance Deployment with Many Subnets[image: ]

    The following example shows the CLI configuration for the inpath0_0 interface of Interceptor appliance 1 shown in Figure 2‑2:

    #--- Note: only in-path address and routing information is shown as follows.

    interface inpath0_0 ip address 10.1.0.6 /24

    #--- Use WAN gateway as the default route.

    ip in-path-gateway inpath0_0 10.1.0.1

    #--- Use LAN gateway to reach Interceptor appliance subnets.

    #--- Note configured route to 10.2.0.0/24, even with inpath0_1 

    #--- residing in that subnet; see the following text.

    ip in-path route inpath0_0 10.2.0.0 255.255.255.0 10.1.0.2

    ip in-path route inpath0_0 10.3.0.0 255.255.255.0 10.1.0.2

    ip in-path route inpath0_0 10.4.0.0 255.255.255.0 10.1.0.2

    #--- Use LAN gateway to reach local Steelhead appliance subnets.

    ip in-path route inpath0_0 172.16.0.0 255.255.255.0 10.1.0.2

    ip in-path route inpath0_0 172.17.0.0 255.255.255.0 10.1.0.2

    ip in-path route inpath0_0 172.18.0.0 255.255.255.0 10.1.0.2

    ip in-path route inpath0_0 172.19.0.0 255.255.255.0 10.1.0.2

    Note: Figure 2‑2 shows a quad Interceptor deployment. For details on the full configuration of all Interceptor and Steelhead appliances in a quad deployment, see “Deploying Quad Interceptor Appliances” on page 47.

    Figure 2‑2 shows that the Interceptor appliance 1 inpath0_0 interface has a statically configured route to the 10.2.0.0/24 subnet, even though its inpath0_1 interface is located in the 10.2.0.0 subnet. You must use this configuration because Interceptor appliance 1 might need to establish communication specifically from its inpath0_0 interface to Interceptor 2 inpath0_1 interface IP address. 

    If a firewall or other security device is used as a Layer-3 next hop for the Interceptor or Steelhead appliance, the routing and default gateway configuration on the Interceptor and Steelhead appliance is configured so that the firewall detects all or none of the packets associated with the auto-discovery process. For details, see Figure 2‑3.

    Figure 2‑3. Firewall Routing Considerations[image: ]

    Figure 2‑3 shows a TCP SYN packet with a probe option received on the Interceptor appliance WAN interface (1) as part of the auto-discovery process. The Interceptor appliance forwards the packet to the Steelhead appliance (2). The Steelhead appliance creates a SYN/ACK probe response but does not transmit it directly. As a part of the Steelhead-Interceptor appliance redirection protocol, the Steelhead appliance transmits this packet to the Interceptor appliance (3), encapsulated in GRE. The Interceptor appliance must unencapsulate and forward the packet, whose destination address is a remote host. It decides what the next hop for the packet is by using the in-path interface routing and default gateway configuration. If the routing configuration causes the SYN/ACK probe response packet to be sent to the LAN-side firewall, the firewall is likely to drop the packet because the firewall has not detected the initial SYN packet and therefore considers the SYN/ACK packet to be part of an unknown TCP flow. To ensure that auto-discovery works, the Interceptor appliance must forward the packet to the WAN router. In the example shown in Figure 2‑3, this is accomplished by making the WAN-side router the default gateway of the Interceptor appliance in-path interface.

    EtherChannel and LACP

    You can deploy Interceptor appliances across Ethernet links that are logically aggregated using EtherChannel or IEEE 802.3ad. These links use protocols such as Cisco Port Aggregation Protocol (PAgP) or the IEEE Link Aggregation Control Protocol (LACP) to negotiate how multiple physical links are bundled into a single logical link. The Interceptor appliance passes through negotiation protocols without participating in them. 

    When deploying Interceptor appliances on aggregated links, you must:

    • configure each in-path interface to have a unique IP address.

    • configure the no arp filter response command.

    Note: The Interceptor appliance must be physically in-path to use EtherChannel; you cannot use EtherChannel in a logical in-path configuration. 

    On EtherChannel or LACP aggregated links, a router or switch might transmit an ARP request for an in-path IP address on a link that traverses a different in-path interface on the Interceptor appliance. To ensure that the Interceptor appliance responds to ARP requests for in-path IP addresses regardless of which in-path interface receives the ARP request, use the no arp filter response command. 

    Figure 2‑4 shows two Interceptor appliances with two links each deployed in series on a two-link EtherChannel. Each Interceptor appliance in-path interface has its own unique IP address in the EtherChannel link's subnet. Router 1 and Router 2 each have a single IP address for the two physical links, but each Interceptor appliance has two IP addresses, one for each in-path interface. 

    Figure 2‑4. Two Interceptor Appliances in a Serial Deployment on a 2-port EtherChannel Link[image: ]

    The following example shows the CLI configuration for the in-path and ARP filter configuration for Interceptor appliance 1 as shown in Figure 2‑4:

    in-path interface inpath0_0 enable

    interface inpath0_0 ip address 10.1.0.5 /24

    in-path interface inpath0_1 enable

    interface inpath0_1 ip address 10.1.0.6 /24

    no arp filter response

    The Interceptor appliance supports the port channel or channels through all of its available interfaces, including the four 10-Gbps in-path interfaces, or up to ten 1-Gbps interfaces. All links within the port channel must pass through the same Interceptor appliance. 

    802.1Q VLAN Trunks

    You can deploy the Interceptor appliance on 802.1Q trunk links and can use it to optimize connections whose packets pass through it with an 802.1Q header. The traffic redirection controls on the Interceptor appliance, such as the in-path and load-balancing rules, can use the 802.1Q VLAN ID as a rule argument.

    You can configure each Interceptor appliance in-path interface with a VLAN ID. The Interceptor appliance can optimize any traffic on the trunk and the native VLAN. When packets are sent from the in-path interface (for example, connection-forwarding traffic), the in-path VLAN tag is used. Configuration of the in-path interface VLAN ID is needed only if the in-path interface IP address belongs to a subnet whose traffic arrives on the LAN- or WAN-connected equipment with a VLAN tag. For example, if the in-path IP is on the untagged native VLAN, then you do not need the VLAN ID configuration. 

    Figure 2‑5 shows the WAN access switch used to aggregate WAN traffic through a single 802.1Q trunk link. Because the WAN access switch does not have Layer-3 addressing, the Interceptor appliance must use Layer-3 Switch 1 as its default gateway. Layer-3 Switch 1 must have Layer-3 access to all remote sites that are optimized. The Interceptor appliance can redirect traffic for optimization on all VLANs passing through the link, not just VLAN 10.

    Figure 2‑5. WAN Traffic through a Single 802.1Q Trunk Line[image: ]

    The following CLI configuration shows how the Interceptor appliance in Figure 2‑5 is configured to use VLAN 10:

    in-path interface inpath0_0 ip address 10.1.0.5 /24

    in-path interface inpath0_0 enable

    in-path interface inpath0_0 vlan 10

    ip in-path-gateway inpath0_0 10.1.0.2

    You can deploy the Interceptor appliance on links that are simultaneously 802.1Q trunks and part of a link aggregation bundle (for example, using Cisco EtherChannel). 

    Traffic redirected to the Steelhead appliance replaces any VLAN tag information with the Interceptor appliance in-path tag if you do not enable VLAN segregation. 

    For more information about VLAN segregation, Interceptor appliance instances, VLAN transparency, and overlapping IP address support, see “VLAN Segregation” on page 65.

    When the Interceptor appliance redirects 802.1Q encapsulated packets to a Steelhead appliance, the 802.1Q header is not maintained on the packet. Thus any Steelhead appliance in-path or peering rules that use the VLAN ID as a rule argument do not work. Although the full address transparency WAN visibility mode is supported (including full address transparency with forward reset), the Steelhead appliances cannot maintain VLAN transparency for Interceptor appliance redirected flows. Any traffic that is not redirected to the Steelhead appliance maintains its 802.1Q header as it passes through the Interceptor appliance.

    Note: You cannot deploy an Interceptor appliance on links for which the same IP address space might be used by different hosts, even if VLAN tags are used to differentiate between the overlapping IP addresses, unless you use VLAN segregation and the overlapping IP addresses are in different instances. 

    Trunk 802.1Q links are sometimes used to keep traffic with overlapping IP address spaces separate. For example, you can use an 802.1Q trunk to separate traffic from two organizations that use the same RFC1918 private IP addresses to refer to different sets of resources. Deploying the Interceptor appliance on these links is not supported because the Interceptor appliance uses the actual IP addresses within the packets to track flows and cannot separate overlaps. If you use VLAN segregation, you can have overlapping IP addresses in different instances

    Physical In-Path Interceptor Appliance Failure Modes

    Failure results in the following behaviors:

    • Interceptor appliance failure - Non-optimized traffic continues to flow through the Interceptor appliance because the default mode for the network bypass cards is fail-to-wire (if you change to fail-to-block, traffic does not flow). Because there is no other Interceptor appliance to provide redundancy, existing connections either time-out or reset because the packets for the optimized connection no longer are redirected to the Steelhead appliance. The exact behavior depends on the applications and configuration of the remote Steelhead appliance. 

    • Steelhead appliance failure - If the Steelhead appliance has a software fault, loses power, or becomes unresponsive, any connections, optimized or in auto-discovery, are reset or timed-out. There is no impact to nonoptimized traffic flowing to the Interceptor appliance. The Interceptor appliance communicates with the Steelhead appliances using connection forwarding; as part of this protocol, the Interceptor appliance exchanges heartbeat messages with the Steelhead appliance. Interceptor v4.0 and later enables a Layer-7 heartbeat message by default. Riverbed recommends that you enable heartbeats on Steelhead appliances with RiOS v8.5 or later, using the steelhead communication heartbeat enable command. 

    The Interceptor appliance continues to redirect packets (either for optimized connections or for connections that are just becoming established and are eligible for auto-discovery) to the Steelhead appliance for three seconds. Figure 2‑1 shows the default behavior with an Interceptor appliance v2.0.3 or later.

    For more information about how to design and configure Interceptor and Steelhead appliance redundancy, see “Interceptor Appliance Clusters” on page 27. The example shown in Figure 2‑1 shows no redundancy. 

    Both the Steelhead and Interceptor appliances and their network interface cards support fail-to-wire mode and, in the case of software crashes, runaway software processes or loss of power; the LAN and WAN for each individual in-path interface become internally connected as if they were the ends of a crossover cable. This configuration provides continued transmission of data over the WAN.

    The exact configuration of the directly connected devices to the WAN and LAN ports have an impact on when traffic begins flowing through the in-path interface. Routing protocols, spanning tree settings, duplex negotiation, and other external factors can prevent traffic from flowing through an interface in fail-to-wire mode even when the actual network interface is ready to do so. 

    For details on external factors that can prevent traffic from flowing through an interface in fail-to-wire mode, see the Steelhead Appliance Deployment Guide.

    All of the currently available network interface cards for the Interceptor appliance also support a fail-to-block mode, in which, in the case of failures (as listed above), the LAN and WAN ports completely lose link status, blocking traffic along the path. Blocking network traffic triggers the routing and switching protocols of the network, forcing traffic along different paths to other Interceptor appliances that can continue redirecting traffic. 

    The default mode for in-path interfaces is fail-to-wire. The following CLI output shows how you can view and control the current configuration:

    interceptor (config) # interface inpath0_0 fail-to-bypass enable 

    interceptor (config) # show interfaces inpath0_0 configured

    Interface inpath0_0 configuration

       Enabled:            yes

       DHCP:               no

       IP address:         10.13.0.11

       Netmask:            255.255.0.0

       MTU:                1500

       Failure mode:       Bypass

     

    interceptor (config) # no interface inpath0_0 fail-to-bypass enable

    interceptor (config) # show interfaces inpath0_0 configured

    Interface inpath0_0 configuration

       Enabled:            yes

       DHCP:               no

       IP address:         10.13.0.11

       Netmask:            255.255.0.0

       MTU:                1500

       Failure mode:       Disconnect

    interceptor (config) #

    Interceptor Appliance Link State Propagation

    The Interceptor appliance supports the link state propagation (LSP) feature that also exists on the Steelhead appliance. LSP helps communicate link status between the devices connected to the physically in-path Interceptor appliance.

    LSP monitors the link state of each Interceptor appliance LAN and WAN pair. If either physical port loses link status, the link of the corresponding physical port is also disabled. LSP allows link failure to quickly propagate through the Interceptor appliance, and is useful in environments in which link status is used as a fast-fail trigger.

    LSP is enabled by default. You can configure it with the [no] in-path lsp enable command or by opening Configure > Networking > Link State Propagation on the Interceptor Management Console.

    For more information about LSP, see the Steelhead Appliance Deployment Guide.

  
    Virtual In-Path Interceptor Appliance Deployment

    This section includes the following topics:

    • “Overview of Virtual In-Path Interceptor Appliance” on page 20

    • “Unsupported Virtual In-Path Interceptor Appliance Deployment” on page 21

    • “In-Path Interceptor Appliance Failure Modes” on page 22

    Overview of Virtual In-Path Interceptor Appliance

    Figure 2‑6 shows an Interceptor appliance virtual in-path deployment in which there is a single Interceptor and Steelhead appliance. The router is performing PBR or WCCP redirection to send traffic to the Interceptor appliance (shown in purple), and it redirects traffic to the Steelhead appliance using the connection forwarding method. In this example, the Steelhead appliance is configured in the same 192.168.1.0/24 network as the Interceptor appliance. The Steelhead appliance does not need to reside in the same network as the Interceptor appliance. You should not deploy the Steelhead appliance where its traffic might hit one of the redirection interfaces of the router. For details, see “Unsupported Virtual In-Path Interceptor Appliance Deployment” on page 21. 

    Router configurations for redirecting traffic to an Interceptor appliance through WCCP or PBR are identical to a virtual in-path Steelhead deployment. For more details, see the Steelhead Appliance Deployment Guide. 

    Figure 2‑6. Virtual In-Path Interceptor Appliance Deployment[image: ]

    To configure an Interceptor and Steelhead appliance in a basic virtual-in-path deployment as shown in Figure 2‑6 

    1.	Connect to the Steelhead appliance and enter the following commands:

    interface inpath0_0 ip address 192.168.1.7 /24

    ip in-path-gateway inpath0_0 192.168.1.1

    in-path enable

    in-path oop enable

    steelhead communication enable

    steelhead communication multi-interface enable

    steelhead name interceptor main-ip 192.168.1.5

    2.	Connect to the Interceptor appliance and enter the following commands (requires IC3.0 for virtual in-path):

    in-path oop enable

    #--- This enables virtual in-path for the Interceptor appliance.

    #--- If WCCP is used, WCCP service groups and commands must be configured.

    #--- In this example, the assumption is the router is using PBR.

    in-path interface inpath0_0 enable

    interface inpath0_0 ip address 192.168.1.5 /24

    ip in-path-gateway inpath0_0 192.168.1.1

    steelhead communication multi-interface enable

    steelhead name steelhead main-ip 192.168.1.7

    You can use WCCP for redirection to the Interceptor appliance. Configure the Interceptor appliance the same as a Steelhead appliance. For details, see the Steelhead Appliance Deployment Guide.

    The communication from the Interceptor appliance to Steelhead appliance uses connection forwarding over port 7850. The Interceptor appliance applies the same load-balancing decisions to determine redirection to the Steelhead appliances (Figure 2‑6 shows only one Steelhead appliance). Use only WCCP, PBR, or Layer-4 redirection to forward traffic to the Interceptor appliance.   

    Unsupported Virtual In-Path Interceptor Appliance Deployment 

    Do not deploy the local Steelhead appliances in situations in which traffic from them is unnecessarily redirected to the Interceptor appliance by the router. You should deploy the Steelhead appliances on a separate router interface, rather than the redirecting LAN- or WAN-facing interfaces. 

    Figure 2‑7. Unsupported Virtual In-Path Interceptor Appliance Deployment[image: ]

    One typical scenario in a LAN-side deployment, is when a SYN packet from the server reaches the VLAN 1 switch interface and is redirected to the Interceptor appliance. The Interceptor appliance uses GRE to send the SYN packet to the Steelhead appliance. The Steelhead appliance attaches the auto-discovery probe and sends the SYN with TCP option toward the remote host. This SYN with TCP option reaches the switch VLAN 1 interface and is redirected unnecessarily to the Interceptor appliance.

    A similar scenario occurs with a   WAN-side deployment, when a SYN packet from the WAN reaches VLAN 2 and is redirected to the Interceptor appliance. The Interceptor appliance uses GRE to send the SYN packet to the Steelhead appliance, and it sends a SYN packet toward the local server. The SYN hits the VLAN 2 interface again and is redirected unnecessarily to the Interceptor appliance.   

    Because the Interceptor appliance detects that the traffic from the Steelhead appliance does not need to be redirected again, it causes unnecessary traffic on the network. These examples show the TCP handshake packets, but there are other and larger packets that can be also be needlessly redirected. 

    In-Path Interceptor Appliance Failure Modes

    There is no redundancy used in the example shown in Figure 2‑6. Failure results in the following behaviors:

    • Steelhead appliance failure - If the Steelhead appliance has a software fault, loses power, or becomes unresponsive, any connections optimized or in auto-discovery are reset or timed-out. There is no impact to nonoptimized traffic flowing to the Interceptor appliance. The Interceptor appliance communicates with the Steelhead appliance using connection forwarding; as part of this protocol, the Interceptor appliance exchanges heartbeat messages with the Steelhead appliance. The Interceptor appliance continues to redirect packets (either for optimized connections, or for connections that are newly established and eligible for auto-discovery) to the Steelhead appliance for three seconds. This is the default behavior with an Interceptor appliance v2.0.3 or later.

    • Interceptor appliance failure - PBR or WCCP both have mechanisms to stop forwarding traffic to a failed device. With WCCP, the router stops redirecting to a nonresponsive WCCP client device, and PBR is configured to use CDP or object tracking to determine if traffic should be sent to the Interceptor appliance. 

    For details on PBR and WCCP, see the Steelhead Appliance Deployment Guide. 

    Figure 2‑6 shows that because there is no other Interceptor appliance to provide redundancy, the existing connections either time-out or reset because the packets for the optimized connection no longer are redirected to the Steelhead appliance. New or pass-through connections are not redirected to the Interceptor appliance. 

  
    Overview of Redirection and Optimization

    The Interceptor appliance redirects packets to a Steelhead appliance so that it can be virtually located in the data transmission path of TCP connections. This process allows the Steelhead appliance to perform auto-discovery and optimization of TCP connections to remote Steelhead appliances. The Interceptor appliance must redirect the host-to-WAN traffic for optimized connections, and if an optimized connection uses the full address transparency WAN visibility mode, the Interceptor appliance must also redirect the incoming transparent traffic from remote Steelhead appliances. Traffic for nonoptimized connections is bridged between the LAN and WAN interface pairs of the Interceptor appliance, and is not redirected to a Steelhead appliance.

    For details on WAN visibility modes, see the Steelhead Appliance Deployment Guide.

    Redirection is primarily controlled by the Interceptor appliance load-balance rules. They can control what traffic should be redirected for optimization, and to which Steelhead appliance or group of Steelhead appliances. 

    The Interceptor appliance has other control rules that can affect what traffic should be optimized, including in-path rules. These rules are similar to the Steelhead appliance in-path rules. The Interceptor appliance does not have a control mechanism that corresponds directly to the Steelhead appliance peering rules. The Interceptor appliance load-balance rules can achieve the same effect as both the Steelhead appliance in-path and peering rules. 

    As shown in Figure 2‑1, neither the Steelhead appliance nor the Interceptor appliance has any manually configured in-path rules or load-balance rules. The default redirection configuration for the Interceptor appliance matches a default auto-discovery configuration for the Steelhead appliance. The Interceptor appliance, by default: 

    • redirects TCP SYN packets arriving on its LAN interface to the Steelhead appliance for all traffic except secure, interactive, or Riverbed internal protocols. 

    • redirects any arriving SYN packets that have embedded auto-discovery TCP options in them. 

    • redirects traffic from the local host to the remote host if the traffic is for an optimized connection.

    • does not redirect traffic that has been redirected by another Interceptor appliance in a cluster to a local Steelhead appliance because the Interceptor appliance changes the TCP/IP destination fields and no longer matches the TCP/IP destination fields for an optimized connection.

    • does not redirect traffic from the remote host to the local host. This includes traffic from a Steelhead appliance located on the WAN side of an Interceptor appliance. An exception to this rule is if a full transparency TCP option is present. The full transparency TCP option indicates the packet is sent from a remote Steelhead appliance to a local Steelhead appliance. The full transparency TCP option includes information indicating the destination Steelhead appliance. The Interceptor appliance checks if the destination Steelhead appliance is part of the local cluster before redirection.

    The Interceptor appliance redirects packets by using two methods: 

    • GRE encapsulation during auto-discovery

    • TCP/IP destination field changes during data transmission

    A network sniffer on the Interceptor appliance LAN port (as shown on Figure 2‑1) detects TCP SYN and SYN/ACK packets transferred between the Steelhead and Interceptor appliance with GRE encapsulation. The Steelhead appliance can add TCP auto-discovery options, or take action due to TCP auto-discovery options embedded by remote Steelhead appliances. For optimized connections, a network sniffer detects traffic from hosts to the WAN arriving at the Interceptor appliance WAN port. The traffic is then transmitted from the LAN port with its destination IP address changed to a local Steelhead appliance in-path IP address and a dynamically determined TCP port.

    Figure 2‑8. General Flow for Traffic Redirection[image: ]

    Figure 2‑8 shows general packet redirection. The management interface connections are not used for redirection and are not shown. 

    Host-to-WAN traffic (1) reaches the Interceptor appliance on its way to the WAN. The Interceptor appliance receives the traffic, and then transmits the packets to the Steelhead appliance from the same LAN interface on which it arrived (2). When the Steelhead appliance cluster needs to transmit packets to a remote Steelhead appliance, it sends the packets from its WAN interface (3) and passes the traffic through the Interceptor appliance. 

    The WAN-to-host traffic behavior depends on the WAN visibility mode used for the optimized connection. For correct addressing or port transparency, optimized traffic from the remote Steelhead appliance passes through the Interceptor appliance (4) and is received directly by the Steelhead appliance—the destination of the traffic. When the Steelhead appliance transmits the native form of the traffic (5), it does not need to traverse the Interceptor appliance because it is destined directly for the host. The source information for this traffic is that of the remote host. When full-transparency optimized traffic arrives from a remote Steelhead appliance (6), the Interceptor appliance recognizes the traffic because of the embedded full transparency option in the packet's TCP option list. It swaps the IP address and TCP port information between the option packet and the actual TCP/IP packet headers, then transmits the packet to the Steelhead appliance (7). As in the nonfull-transparency case, the Steelhead appliance transmits the native data to the host (8)and does not pass through the Interceptor appliance.

    For more information about traffic redirection, see “Traffic Redirection” on page 55.

  
    Deployment Verification

    You can control the installation of the Interceptor and Steelhead appliance so that you can power on and install both in the network but do not redirect or optimize traffic. This enables you to verify the configuration before the system attempts optimization. 

    After you verify configuration, Riverbed recommends that you identify a small subset of traffic (as little as a single or a few hosts) and select only the traffic for the subset for redirection by the Interceptor appliance. Riverbed also recommends that you verify traffic to all remote sites, whether they have Steelhead appliances or not. After this verification, you can configure traffic for all remaining hosts for redirection and optimization.

    Using the example network shown in Figure 2‑1, the minimum amount of verification you need to ensure that the Steelhead and Interceptor appliance in-path IP addresses can ping each other, the local WAN router, and a remote Steelhead appliance. Use the debug validate deployment command to verify that both the Steelhead and Interceptor appliance have the correct connection-forwarding configuration.

    For details on deploying an Interceptor appliance in a network, see “Installation and Verification Best Practices” on page 107. 

  
    GRE, MPLS, and VRF

    The Interceptor appliance redirects only TCP/IP Ethernet packets or 802.1Q tagged TCP/IP packets with a single 802.1Q header. 

    Other forms of encapsulation or packet labeling—including GRE, QinQ, or MPLS—pass through the Interceptor appliance and cannot be redirected to a Steelhead appliance. The Interceptor appliance does not support 802.1Q links separating overlapping IP address spaces, such as those associated with VRF instances, unless you use VLAN segregation.

    For more information about VLAN segregation, see “VLAN Segregation” on page 65.

    The phrase passing through GRE refers to GRE tunneled traffic not destined for the Interceptor appliance. WCCP can use GRE for redirecting traffic between a WCCP router and virtual in-path deployed Interceptor appliance. 

  
    QoS in an Interceptor Appliance Deployment

    Riverbed recommends that you use QoS marking with a virtually in-path Interceptor appliance deployment. You can take advantage of the deep packet inspection capabilities in the Steelhead appliance to classify and mark traffic according to a much larger set of rules. QoS marking enables other network devices (such as routers) to act on DSCP marking to place traffic in a more appropriate class and thereby enforce QoS.

    If you use QoS enforcement on Steelhead appliances deployed in an optimization cluster with an Interceptor appliance, be aware of the following:

    • There is no coordination of QoS enforcement between Steelhead appliances in a cluster. 

    • The Interceptor appliance does not distribute traffic equally to the Steelhead appliance in the cluster, so you might not be able to determine the WAN QoS enforcement rate on a Steelhead appliance in the cluster.

    • The Steelhead appliances do not see the pass-through traffic.

    If you deploy the Interceptor appliance virtually in-path, the Steelhead appliances might not detect all traffic traversing the WAN link. Pass-through traffic is not accounted for, either as general pass-through traffic or hardware-assisted pass-through traffic. Any given Steelhead appliance in the cluster does not detect all of the traffic. 

    For all of the Steelhead appliances to detect all of the traffic, you must coordinate between Steelhead appliances or distribution between Steelhead appliances. In an optimization cluster with Interceptor appliances or between Steelhead appliances, QoS enforcement is not coordinated. Some challenges include distributing traffic among Steelhead appliances and configuring QoS enforcement on a percentage of the overall WAN rate: for example, if you add or remove a Steelhead appliance from the cluster. 

     

  
    Interceptor Appliance Clusters

    This chapter discusses different types of Interceptor appliance deployments. Typical Interceptor appliance deployments have multiple Interceptor and Steelhead appliances, and usually all appliances have more than one enabled and configured in-path interface. This chapter includes the following sections:

    • “Steelhead Appliance Placement and Configuration” on page 27

    • “Firewall and Monitoring Interaction” on page 32

    • “Relative Placement of a Firewall, Steelhead Appliance, and Interceptor Appliance” on page 32

    • “Interceptor Appliance Relationships” on page 35

    • “Cluster Member Failures” on page 39

    • “Standard Cluster Types” on page 41

    • “Choosing a Cluster Type” on page 52

    • “Connection Forwarding Settings for Allow-Failure” on page 53

    You can use multiple Interceptor appliances to ensure that optimization occurs even when there are multiple, physically separated paths to the WAN, or to ensure that optimization continues during a planned or unplanned Interceptor appliance outage. Use multiple Steelhead appliances to ensure redundancy or to specify that certain applications, subnets, and hosts are optimized by different Steelhead appliances.

    Designing an Interceptor deployment requires not only configuring the relationship between the Interceptors and Steelhead appliances, but also understanding how data is exchanged between the Steelhead and Interceptor appliances, and how this data exchange interacts with the existing network, security, and monitoring infrastructure.

  
    Steelhead Appliance Placement and Configuration

    This section discusses Steelhead appliance placement and configuration and includes the following topics:

    • “LAN-Side Versus WAN-Side Steelhead Appliance Placement” on page 28

    • “Layer-2 Versus Layer-3 Connectivity” on page 29

    • “Multiple Steelhead Appliance Link Support” on page 29

    • “Multiple Steelhead Appliance Support” on page 30

    The Interceptor appliance can redirect packets for optimization to up to 25 clustered Steelhead appliances. For details on how to configure the process that an Interceptor appliance uses to determine which Steelhead appliance to use when redirecting traffic, see “Traffic Redirection” on page 55. For details on VLAN segregation limitations, see “Feature Compatibility and Limitations” on page 69.

    You cannot use Steelhead appliances in an Interceptor appliance cluster simultaneously with other deployment methods. For example, a Steelhead appliance cannot be both a member of an Interceptor appliance cluster while also a part of a WCCP cluster. 

    In addition to redirected packets, Interceptor and Steelhead appliances communicate using TCP connections (TCP destination port 7850 by default) between their in-path interface IP addresses. Because the information exchanged on these connections is vital during auto-discovery, if there is heavy congestion on the LAN network between cluster members, contact your Riverbed account team or Riverbed Support for assistance to use DSCP marking to prioritize cluster traffic.

    LAN-Side Versus WAN-Side Steelhead Appliance Placement

    Figure 3‑1 shows how to connect Steelhead appliances to the local network on either the LAN or WAN side of the Interceptor appliance. For most deployments, LAN-side Steelhead appliance placement minimizes the amount of traffic that traverses the Interceptor appliance. You cannot cable the Steelhead appliance directly to the Interceptor appliance.

    Figure 3‑1. Steelhead Appliance Placed on Either the WAN or LAN Side of the Interceptor Appliance[image: ]

    In general, placing Steelhead appliances on the LAN side of the Interceptor appliance typically minimizes the amount of traffic that the Interceptor appliance must handle for optimized traffic. For LAN-side Steelhead appliance placement, the local-host-to-remote-host traffic and reduced Steelhead-to-Steelhead appliance traffic, traverse the Interceptor appliance, versus the bi-directional unreduced LAN-side traffic between the Steelhead appliance and the local hosts.

    In virtual in-path Interceptor appliance deployments, do not deploy the Steelhead appliances in situations in which the traffic traverses a router-redirecting interface. This configuration causes traffic from the Steelhead appliance to be unnecessarily redirected back to the Interceptor appliance. 

    For more details on virtual in-path Interceptor appliance deployments, see “Unsupported Virtual In-Path Interceptor Appliance Deployment” on page 21. 

    Layer-2 Versus Layer-3 Connectivity

    The Steelhead and Interceptor appliance in-path IP addresses can be on the same or different subnets. The actions taken to redirect traffic are the same during auto-discovery and optimization. Unlike when you use WCCP to redirect traffic to a Steelhead appliance, there is no resource use or MTU concerns   from having the Steelhead appliance and Interceptor appliance in-path IP addresses on different subnets.

    Multiple Steelhead Appliance Link Support

    A Steelhead appliance can have multiple in-path interfaces configured so that Interceptor appliances can use multiple IP addresses to reach the same Steelhead appliance. The Interceptor appliance only redirects traffic to one interface on the Steelhead appliance at any time. 

    The IP address of the interface is logically associated with the in-path interface but, physically, the WAN interface is actually cabled to the network, as shown in Figure 3‑2.

    Figure 3‑2. Example Deployment of a Steelhead Appliance with Two Configured In-Path Interfaces[image: ]

    If the IP address for that interface becomes unreachable, the Interceptor appliance tries to reach every Steelhead appliance IP address from each of the Interceptor appliance's in-path interfaces before considering the Steelhead appliance entirely inaccessible.

    If a Steelhead appliance in-path interface fails or becomes unreachable from the Interceptor appliance, any existing connections that were being optimized by the Steelhead appliance with that in-path interface are either reset or timed-out, depending on the application in use.

    When you configure the Interceptor appliance load-balance rules, only configure a single in-path IP address per Steelhead appliance in the rule set. For example, an Interceptor appliance can have all of the in-path IP addresses of the Steelhead appliances configured as a Steelhead appliance cluster, but only the inpath0_0 IP address is used in the load-balance rules.

    To configure the Steelhead appliance with two configured in-path interfaces as shown in Figure 3‑2

    1.	Connect to the Steelhead appliance and enter the following commands:

    interface inpath0_0 ip address 172.16.0.10 /24

    ip in-path-gateway inpath0_0 172.16.0.1

    interface inpath0_1 ip address 172.17.0.10 /24

    ip in-path-gateway inpath0_1 172.17.0.1

    in-path enable

    in-path oop enable

    steelhead communication enable

    steelhead communication multi-interface enable

    steelhead name interceptor main-ip 10.1.0.7

    steelhead name interceptor additional-ip 10.2.0.8

    2.	Connect to the Interceptor appliance and enter the following commands:

    in-path interface inpath0_0 enable

    interface inpath0_0 ip address 10.1.0.7 /24

    ip in-path-gateway inpath0_0 10.1.0.1

    ip in-path route inpath0_0 172.16.0.0 255.255.255.0 10.1.0.2

    ip in-path route inpath0_0 172.17.0.0 255.255.255.0 10.1.0.2

    interface inpath0_1 ip address 10.2.0.8 /24

    ip in-path-gateway inpath0_1 10.2.0.1

    ip in-path route inpath0_1 172.16.0.0 255.255.255.0 10.2.0.2

    ip in-path route inpath0_1 172.17.0.0 255.255.255.0 10.2.0.2

    steelhead communication multi-interface enable

    steelhead name steelhead main-ip 172.16.0.10

    steelhead name steelhead additional-ip 172.17.0.10

    Multiple Steelhead Appliance Support

    The Steelhead appliances in a cluster have each clustered Interceptor appliance configured as a connection-forwarding neighbor, using the steelhead communication commands. Each clustered Steelhead appliance typically has each Interceptor appliance inpath0_0 IP address configured as the clustered Steelhead appliance main-ip, and other Interceptor appliance in-path interfaces configured as additional IP addresses. Do not configure one clustered Steelhead appliance to know anything about the other clustered Steelhead appliance.

    You can use the RiOS data store synchronization between any local pair of Steelhead appliances, including Steelhead appliance pairs in an Interceptor appliance cluster. You typically perform data synchronization when the load-balance configuration on the Interceptor appliances causes similar traffic to be sent to the pair of Steelhead appliances.

    The Steelhead appliances in an Interceptor appliance cluster do not need to be the same model. The Interceptor appliance can make redirection decisions that account for different Steelhead appliance capacities. For details, see “Traffic Redirection” on page 55.

    Figure 3‑3. Multiple Steelhead Appliances with Multiple Interfaces, in a Interceptor Appliance Cluster[image: ]

    Important: The configuration for Steelhead 1 has no information regarding Steelhead 2. Steelhead appliances deployed in an Interceptor appliance cluster must never have other Steelhead appliances configured as connection-forwarding-clustered Steelhead appliances.

    To configure multiple Steelhead appliances with multiple interfaces as shown in Figure 3‑3

    1.	Connect to Steelhead appliance 1 and enter the following commands:

    interface inpath0_0 ip address 172.16.0.10 /24

    ip in-path-gateway inpath0_0 172.16.0.1

    interface inpath0_1 ip address 172.17.0.10 /24

    ip in-path-gateway inpath0_1 172.17.0.1

    in-path enable

    in-path oop enable

    steelhead communication enable

    steelhead communication multi-interface enable

    steelhead name interceptor main-ip 10.1.0.7

    steelhead name interceptor additional-ip 10.2.0.8

    2.	Connect to the Steelhead appliance 2 and enter the following commands:

    interface inpath0_0 ip address 172.16.0.11 /24 

    ip in-path-gateway inpath0_0 172.16.0.1

    interface inpath0_1 ip address 172.17.0.11 /24

    ip in-path-gateway inpath0_1 172.17.0.1

    in-path enable

    in-path oop enable

    steelhead communication enable

    steelhead communication multi-interface enable

    steelhead name interceptor main-ip 10.1.0.7

    steelhead name interceptor additional-ip 10.2.0.8

    3.	Connect to the Interceptor appliance and enter the following commands:

    in-path interface inpath0_0 enable

    interface inpath0_0 ip address 10.1.0.7 /24

    ip in-path-gateway inpath0_0 10.1.0.1

    ip in-path route inpath0_0 172.16.0.0 255.255.255.0 10.1.0.2

    ip in-path route inpath0_0 172.17.0.0 255.255.255.0 10.1.0.2

    interface inpath0_1 ip address 10.2.0.8 /24

    ip in-path-gateway inpath0_1 10.2.0.1

    ip in-path route inpath0_1 172.16.0.0 255.255.255.0 10.2.0.2

    ip in-path route inpath0_1 172.17.0.0 255.255.255.0 10.2.0.2

    steelhead communication multi-interface enable

    steelhead name steelhead1 main-ip 172.16.0.10

    steelhead name steelhead1 additional-ip 172.17.0.10

    steelhead name steelhead2 main-ip 172.18.0.11

    steelhead name steelhead1 additional-ip 172.19.0.11

  
    Firewall and Monitoring Interaction

    You can deploy the Interceptor appliance at sites with firewalls, IPS, IDS, or other network security and monitoring devices. Design the Interceptor deployment so that these devices are not located in the flow of redirected packets between the Interceptor and Steelhead appliance, because the redirected packets might either prevent the security devices from properly tracking flows or generate unnecessary alarms. Place the network security or monitoring devices on the WAN or LAN side of the complete Interceptor and Steelhead appliance cluster. 

    If you use a firewall or other security device as a Layer-3 next hop for the Interceptor or Steelhead appliance, configure the routing and default gateway configuration on the Interceptor and Steelhead appliance so the firewall detects all or none of the packets associated with the auto-discovery process. 

    For details on packet flow between the Steelhead and Interceptor appliances, see “Traffic Redirection” on page 55. For details on routing and default gateways, see “Default Gateway and Routing Configuration” on page 13.

  
    Relative Placement of a Firewall, Steelhead Appliance, and Interceptor Appliance 

    The following section demonstrates how to apply placement guidelines for firewall, Steelhead appliances, and Interceptor appliances. This section includes the following topics:

    • “Disruptive Firewall Placements” on page 33

    • “Firewall Placement Best Practices” on page 34

    Figure 3‑4 shows a site where firewalls are used to perform connection tracking and deep packet inspection on traffic arriving from the WAN, and also must detect the unoptimized, or native, data for any optimized traffic.

    Figure 3‑4. An Example Site Using Firewalls to Perform Deep Packet Inspection[image: ]

    Disruptive Firewall Placements

    Riverbed does not recommend the firewall, Steelhead appliance, and Interceptor appliance placements shown in Figure 3‑5 and Figure 3‑6.

    Figure 3‑5 shows Interceptor appliances placed outside the firewalls and LAN infrastructure. The Steelhead appliances are placed on LAN side of the Interceptor appliance, as recommended.

    The Steelhead appliance placement in Figure 3‑5 is disruptive for the firewalls for at least two reasons:

    • The firewalls detect redirected packets from the Interceptor appliances to the Steelhead appliance. For this to function, you must configure the firewall to allow the two forms of redirection: 

    GRE traffic from the Interceptor appliances to the Steelhead appliances

    Any TCP traffic to the Steelhead appliance in-path IP interfaces

    The company security policy might not permit you to enable either of these redirection types.

    • The firewalls do not detect the full data flow for any optimized connection. Traffic from the Steelhead appliances to the hosts at the location does not flow through the firewall. Because the data from that traffic originated at a remote host, you must scan the traffic by the firewall. 

    Figure 3‑5. Example of How Not to Deploy an Interceptor Appliance[image: ]

    Figure 3‑6 shows the Interceptor appliances are deployed as before, but the Steelhead appliances are now placed on the WAN-side of the Interceptor appliance. This prevents the firewalls from detecting any Interceptor-to-Steelhead appliance traffic, and the firewalls can detect the native form of any optimized connection. Riverbed does not recommend this configuration because placing Steelhead appliances logically on the WAN-side of the Interceptor appliance typically forces more traffic through the Interceptor appliance than the alternative.

    Figure 3‑6. Steelhead Appliance Deployed on the WAN-Side of the Interceptor appliance[image: ]

    Firewall Placement Best Practices

    Riverbed recommends the firewall, Steelhead appliance, and Interceptor appliance placement shown in Figure 3‑7. This figure shows that the Interceptor appliances can cover all of the paths to and from the WAN; the Steelhead appliances are on the LAN side of the Interceptor appliance, and the firewalls detect the LAN-side traffic so that they can perform all necessary content inspection.

    Figure 3‑7. Best Firewall, Steelhead Appliance, Interceptor Appliance Relative Deployment Option[image: ]

  
    Interceptor Appliance Relationships

    This section discusses relationships between multiple Interceptor appliances. This section includes the following topics:

    • “Deploying Failover Interceptor Appliances” on page 35

    • “Deploying Interceptor Appliances in Clusters” on page 37

    • “Unsupported Deployments” on page 38

    There are several reasons to deploy more than one Interceptor appliance at the same site: 

    • To provide redirect coverage for all paths to the WAN

    • To provide redundancy in case of an Interceptor appliance failure

    • To ensure that the amount of traffic traversing an Interceptor appliance does not exceed its specifications

    • To ensure that asymmetrically routed TCP connections are redirected to the correct optimizing Steelhead appliance

    If you deploy more than one Interceptor appliance per site, you must configure each Interceptor appliance to interact with every other Interceptor appliance in one of two ways: 

    • Failover Interceptor appliance

    • Cluster Interceptor appliance 

    You can configure the Interceptor appliance to be either a serially connected failover Interceptor appliance acting as a backup for the same network paths, or a Interceptor appliance cluster that covers different network paths or is used in a virtual in-path cluster. 

    You can configure Interceptor appliance clusters in both serial and parallel deployments. For details, see “Deploying Quad Interceptor Appliances” on page 47. However, you can configure only serial Interceptor appliances for mutual failover. Interceptor appliances communicate with each other through TCP connections (with a default destination port 7860) using their in-path interface IP addresses. Riverbed recommends that you use the default gateway and routing setup to ensure LAN-side next hops to reach other Interceptor appliance in-path interfaces if they are on different subnets. 

    Because the information exchanged on these connections is vital during auto-discovery, you can manually configure the DSCP markings. This might be beneficial in environments where the LAN infrastructure can recognize and prioritize traffic based on DSCP values. If there is heavy congestion on the LAN network connecting between Interceptors and Steelhead appliances, contact your Riverbed account team or Riverbed Support for assistance to use DSCP marking to prioritize cluster traffic.

    Deploying Failover Interceptor Appliances

    You must deploy failover Interceptor appliances physically in-path on all of the same physical links. Failover Interceptor appliances share information about any flows that are being redirected, as well as information about flows that are going through the auto-discovery process. 

    For a failover Interceptor appliance configuration with multiple in-path interfaces you must configure the IP addresses for all interfaces. Riverbed recommends that you enable the multi-interface configuration option, even if you use only a single in-path interface.

    If a failover Interceptor appliance becomes unavailable, either due to network connectivity issues or because one Interceptor appliance has suffered a failure, the remaining Interceptor appliance continues to redirect packets for existing optimized connections and for any new connections, so that auto-discovery (and potential optimization) can occur. 

    Serial failover Interceptor appliances are similar to Steelhead appliances in a serial cluster, in which even in normal operation, both Interceptor appliances are both actively redirecting traffic. 

    Figure 3‑8. Interceptor Appliances Deployed in a Failover Configuration[image: ]

    You can configure only one failover Interceptor appliance per Interceptor appliance. For details on how failover Interceptor appliances communicate, see “Traffic Redirection” on page 55.

    Tip: In Interceptor appliance v3.0 and later, you configure a failover Interceptor appliance in the Management Console exactly as you would an Interceptor appliance cluster prior to v3.0, but select Use for Failover to denote that this is a serial failover Interceptor appliance. Alternatively, from the CLI, you can run the failover interceptor command. 

    The following example shows the CLI configuration for Figure 3‑8.

    To configure failover Interceptor appliances as shown in Figure 3‑8

    1.	Connect to Interceptor appliance 1 and enter the following commands:

    interface inpath0_0 ip address 10.1.0.6 /24

    in-path interface inpath0_0 enable

    ip in-path-gateway inpath0_0 10.1.0.1

    ip in-path route inpath0_0 172.16.0.0 255.255.255.0 10.1.0.2

    ip in-path route inpath0_0 10.2.0.0 255.255.255.0 10.1.0.2

    interface inpath0_1 ip address 10.2.0.6 /24

    in-path interface inpath0_1 enable

    ip in-path-gateway inpath0_1 10.2.0.1

    ip in-path route inpath0_1 172.16.0.0 255.255.255.0 10.2.0.2

    ip in-path route inpath0_1 10.1.0.0 255.255.255.0 10.2.0.2

    failover interceptor name interceptor2 main-ip 10.1.0.7

    failover interceptor name interceptor2 additional-ip 10.2.0.7

    steelhead communication multi-interface enable

    steelhead name steelhead1 main-ip 172.16.0.10

    2.	Connect to Interceptor appliance 2 and enter the following commands:

    interface inpath0_0 ip address 10.1.0.7 /24

    in-path interface inpath0_0 enable

    ip in-path-gateway inpath0_0 10.1.0.1

    ip in-path route inpath0_0 172.16.0.0 255.255.255.0 10.1.0.2

    ip in-path route inpath0_0 10.2.0.0 255.255.255.0 10.1.0.2

    interface inpath0_1 ip address 10.2.0.7 /24

    in-path interface inpath0_1 enable

    ip in-path-gateway inpath0_1 10.2.0.1

    ip in-path route inpath0_1 172.16.0.0 255.255.255.0 10.2.0.2

    ip in-path route inpath0_1 10.1.0.0 255.255.255.0 10.2.0.2

    failover interceptor name interceptor2 main-ip 10.1.0.6

    failover interceptor name interceptor2 additional-ip 10.2.0.6

    steelhead communication multi-interface enable

    steelhead name steelhead1 main-ip 172.16.0.10

    Deploying Interceptor Appliances in Clusters

    Clustered Interceptor appliances, formerly called redirect peers, share information about any flows that are redirected or are going through the auto-discovery process. You deploy clustered Interceptor appliances physically in-path on different physical links or within a virtual in-path cluster. In v3.0 and later, you can configure clustered Interceptor appliances in the Interceptor Management Console in the Configure > Interceptor appliance page, or in the CLI using the interceptor commands. 

    Note: Do not select the Use with Failover check box in the Interceptor Management Console or use the failover interceptor command to configure Interceptor appliances that are cabled in parallel. 

    You must configure clustered Interceptor appliances with multiple in-path interfaces to have the IP addresses for all interfaces, and you must enable the multi-interface option. (Riverbed recommends that you enable the multi-interface option, even if only a single in-path interface is used.)

    An Interceptor appliance might have many clustered Interceptor appliances configured. Although there is no hard limit to the number of clustered Interceptor appliances supported, the communication required per Interceptor appliance during auto-discovery acts as a limiting factor to the maximum number. Riverbed tests up to four clustered appliances per Interceptor appliance. For details on how Interceptor appliance clusters communicate, see “Traffic Redirection” on page 55.

    If any clustered Interceptor appliance becomes unavailable, another Interceptor appliance continues to redirect packets for new, and existing, optimized connections. When an Interceptor appliance redirects packets for auto-discovery on newly established connections, the Interceptor appliance is controlled by a configuration setting called redirect allow-failure. 

    Be careful using redirect operations in your network design if you use allow-failure to ensure continuing redirection, so that this does not result in asymmetric routing without traffic redirection. For details, see “Cluster Member Failures” on page 39.

    Figure 3‑9. Interceptor Appliance Deployed in a Cluster[image: ]

    To configure the Interceptor appliances in a cluster as shown in Figure 3‑9 

    1.	Connect to Interceptor appliance 1 and enter the following commands:

    interface inpath0_0 ip address 10.1.0.6 /24

    in-path interface inpath0_0 enable

    ip in-path-gateway inpath0_0 10.1.0.1

    ip in-path route inpath0_0 10.3.0.0 255.255.255.0 10.1.0.2

    ip in-path route inpath0_0 10.4.0.0 255.255.255.0 10.1.0.2

    ip in-path route inpath0_0 172.16.0.0 255.255.255.0 10.1.0.2

    interface inpath0_1 ip address 10.2.0.6 /24

    in-path interface inpath0_1 enable

    ip in-path-gateway inpath0_1 10.2.0.1

    ip in-path route inpath0_1 10.3.0.0 255.255.255.0 10.2.0.2

    ip in-path route inpath0_1 10.4.0.0 255.255.255.0 10.2.0.2

    ip in-path route inpath0_1 172.16.0.0 255.255.255.0 10.2.0.2

    interceptor communication multi-interface enable

    interceptor name interceptor2 main-ip 10.3.0.6

    interceptor name interceptor2 additional-ip 10.4.0.6

    steelhead communication multi-interface enable

    steelhead name steelhead1 main-ip 172.16.0.10

    2.	Connect to Interceptor appliance 2 and enter the following commands:

    interface inpath0_0 ip address 10.3.0.6 /24

    in-path interface inpath0_0 enable

    ip in-path-gateway inpath0_0 10.3.0.1

    ip in-path route inpath0_0 10.1.0.0 255.255.255.0 10.3.0.2

    ip in-path route inpath0_0 10.2.0.0 255.255.255.0 10.3.0.2

    ip in-path route inpath0_0 172.16.0.0 255.255.255.0 10.3.0.2

    interface inpath0_1 ip address 10.4.0.6 /24

    in-path interface inpath0_1 enable

    ip in-path-gateway inpath0_1 10.4.0.1

    ip in-path route inpath0_1 10.1.0.0 255.255.255.0 10.4.0.2

    ip in-path route inpath0_1 10.2.0.0 255.255.255.0 10.4.0.2

    ip in-path route inpath0_1 172.16.0.0 255.255.255.0 10.4.0.2

    interceptor communication multi-interface enable

    interceptor name interceptor1 main-ip 10.1.0.6

    interceptor name interceptor1 additional-ip 10.2.0.6

    steelhead communication multi-interface enable

    steelhead name steelhead1 main-ip 172.16.0.10

    Unsupported Deployments

    Important: Riverbed supports only those Interceptor appliance deployments in which each appliance in the Interceptor appliance pair in the cluster is either configured as a failover Interceptor appliance and located on the same in-path links, or is configured as a clustered Interceptor appliance and does not have any common in-path links.

    Figure 3‑10 shows an example of an unsupported deployment. Interceptor appliance 1 and 2 cannot be failover Interceptor appliances because they are not deployed on all of the same in-path links. They cannot be clustered Interceptor appliances because they have a common in-path link.

    Figure 3‑10. Example of an Unsupported Interceptor Appliance Deployment[image: ]

  
    Cluster Member Failures

    If an Interceptor appliance that is part of a cluster fails, the impact on the cluster and optimization depends on:

    • whether you enable fail-to-block mode on the failed Interceptor appliance.

    • whether you configured the failed Interceptor appliance for failover with any live Interceptor appliances.

    • whether you enabled the redirect allow-failure option (for the remaining Interceptor appliances).

    When an Interceptor appliance fails or becomes unreachable, any remaining failover and clustered Interceptor appliances continue to redirect packets for existing optimized connections to the appropriate Steelhead appliance cluster. Enabling redundancy is useful for unplanned failures and for planned maintenance that might require disabling the failed Interceptor appliance or temporarily removing it from the network. 

    If the failover appliance of an Interceptor appliance becomes unavailable, either due to network connectivity issues or because the failover Interceptor appliance has suffered a failure, the Interceptor appliance continues to redirect packets for existing optimized connections, as well as for any new connections, so that auto-discovery (and potential optimization) can occur.

    Figure 3‑11 shows Interceptor appliance 1 with failover Interceptor appliance 2. You typically configure fail-to-wire mode (instead of fail-to-block) on Interceptor appliances with failover, so that traffic continues to reach remaining failover Interceptor appliances for redirection.

    Figure 3‑11. Failure of a Failover Interceptor Appliance[image: ]

    You can configure how Interceptor appliance clusters react to an Interceptor appliance failure. Figure 3‑12 shows failed Interceptor appliance 1 with Interceptor appliance 2. If you configure Interceptor appliance 1 for fail-to-block, then all links to or from the WAN pass through Interceptor appliance 2 after the failure. If you configure Interceptor appliance 1 for fail-to-wire, there are links to and from the WAN without redirection coverage after the failure. TCP connections that are routed asymmetrically across links without redirection cannot be optimized. Therefore, an Interceptor appliance must be able to detect if the unavailability of another appliance implies that there are links without redirection coverage.

    Figure 3‑12. Failure of a Cluster Interceptor Appliance[image: ]

    If any clustered Interceptor appliance becomes unavailable, another Interceptor appliance continues to redirect packets for existing optimized connections. When that appliance redirects packets for auto-discovery on newly established connections, it is controlled by a configuration setting called redirect allow-failure. This concept is similar to the allow-failure feature on Steelhead appliances. 

    After a clustered Interceptor appliance is unavailable, another Interceptor appliance forwards packets for auto-discovery if the allow-failure feature is enabled. If the allow-failure feature is disabled, the Interceptor appliance does not redirect new connections until you:

    • restore the failed clustered Interceptor appliance.

    • replace the failed Interceptor appliance with a new appliance with the same in-path IP addresses.

    • change the configuration of the live Interceptor appliance.

    The default setting for redirect allow-failure is disabled. You can configure the redirect allow-failure feature with the interceptor communication allow-failure enable command. 

    If a Steelhead appliance fails or becomes unreachable, then an Interceptor appliance stops redirecting packets for any optimized connections that were owned by the Steelhead appliance. An Interceptor appliance stops redirecting packets to the Steelhead appliance for auto-discovery. 

    For details on the allow-failure feature on the Steelhead appliance, see the Steelhead Appliance Deployment Guide. For details on how to use multiple Steelhead appliances for redundancy, see “Traffic Redirection” on page 55.

  
    Standard Cluster Types

    The Interceptor appliance relationships and failure reaction features are typically combined in several ways for actual Interceptor deployments. You can deploy Interceptor appliance clusters in the following ways:

    • “Deploying Series Interceptor Appliances” on page 43

    • “Deploying Parallel Interceptor Appliances with Fail-to-Block” on page 45

    • “Deploying Quad Interceptor Appliances” on page 47

    • “Deploying a Virtual In-Path Interceptor Appliance Cluster” on page 50

    Figure 3‑13 shows the three primary physical in-path types of deployments: series, parallel with fail-to-block, and quad. In each of these deployment types, optimization of existing and new connections can continue despite the failure of any single Interceptor appliance. 

    Figure 3‑13. Three Primary Types of Interceptor Appliance Deployments: Series, Parallel with Fail-to-Block, and Quad[image: ]

    Deploying Series Interceptor Appliances

    In a series deployment, you install two Interceptor appliances. You configure each Interceptor appliance as the failover Interceptor appliance for the other. Use the default fail-to-wire mode on all Interceptor appliances. Optimization for existing and new connections can continue despite the failure of a single Interceptor appliance. 

    Figure 3‑14. Interceptor Appliance Series Deployment[image: ]

    The following example shows the CLI configuration for series deployment for Figure 3‑14.

    To configure an Interceptor appliance series deployment as shown in Figure 3‑14

    1.	Connect to Steelhead appliance 1 and enter the following commands:

    interface inpath0_0 ip address 172.16.0.10 /24

    ip in-path-gateway inpath0_0 172.16.0.1

    interface inpath0_1 ip address 172.17.0.10 /24

    ip in-path-gateway inpath0_1 172.17.0.1

    in-path enable

    in-path oop enable

    steelhead communication enable

    steelhead communication multi-interface enable

    steelhead name interceptor1 main-ip 10.1.0.6

    steelhead name interceptor1 additional-ip 10.2.0.6

    steelhead name interceptor2 main-ip 10.1.0.7

    steelhead name interceptor2 additional-ip 10.2.0.7

    2.	Connect to Steelhead appliance 2 and enter the following commands:

    interface inpath0_0 ip address 172.18.0.10 /24

    ip in-path-gateway inpath0_0 172.18.0.1

    interface inpath0_1 ip address 172.19.0.10 /24

    ip in-path-gateway inpath0_1 172.18.0.1

    in-path enable

    in-path oop enable

    steelhead communication enable

    steelhead communication multi-interface enable

    steelhead name interceptor1 main-ip 10.1.0.6

    steelhead name interceptor1 additional-ip 10.2.0.6

    steelhead name interceptor2 main-ip 10.1.0.7

    steelhead name interceptor2 additional-ip 10.2.0.7

    3.	Connect to Interceptor appliance 1 and enter the following commands:

    interface inpath0_0 ip address 10.1.0.6 /24

    in-path interface inpath0_0 enable

    ip in-path-gateway inpath0_0 10.1.0.1

    ip in-path route inpath0_0 10.2.0.0 255.255.255.0 10.1.0.2

    ip in-path route inpath0_0 172.16.0.0 255.255.255.0 10.1.0.2

    ip in-path route inpath0_0 172.17.0.0 255.255.255.0 10.1.0.2

    ip in-path route inpath0_0 172.18.0.0 255.255.255.0 10.1.0.2

    ip in-path route inpath0_0 172.19.0.0 255.255.255.0 10.1.0.2

    interface inpath0_1 ip address 10.2.0.6 /24

    in-path interface inpath0_1 enable

    ip in-path-gateway inpath0_1 10.2.0.1

    ip in-path route inpath0_1 10.1.0.0 255.255.255.0 10.2.0.2

    ip in-path route inpath0_1 172.16.0.0 255.255.255.0 10.2.0.2

    ip in-path route inpath0_1 172.17.0.0 255.255.255.0 10.2.0.2

    ip in-path route inpath0_1 172.18.0.0 255.255.255.0 10.2.0.2

    ip in-path route inpath0_1 172.19.0.0 255.255.255.0 10.2.0.2

    failover interceptor name interceptor2 main-ip 10.1.0.7

    failover interceptor name interceptor2 additional-ip 10.2.0.7

    steelhead communication multi-interface enable

    steelhead name steelhead1 main-ip 172.16.0.10

    steelhead name steelhead1 additional-ip 172.17.0.10

    steelhead name steelhead2 main-ip 172.18.0.10

    steelhead name steelhead2 additional-ip 172.19.0.10

    4.	Connect to Interceptor appliance 2 and enter the following commands:

    interface inpath0_0 ip address 10.1.0.7 /24

    in-path interface inpath0_0 enable

    ip in-path-gateway inpath0_0 10.1.0.1

    ip in-path route inpath0_0 10.2.0.0 255.255.255.0 10.1.0.2

    ip in-path route inpath0_0 172.16.0.0 255.255.255.0 10.1.0.2

    ip in-path route inpath0_0 172.17.0.0 255.255.255.0 10.1.0.2

    ip in-path route inpath0_0 172.18.0.0 255.255.255.0 10.1.0.2

    ip in-path route inpath0_0 172.19.0.0 255.255.255.0 10.1.0.2

    interface inpath0_1 ip address 10.2.0.7 /24

    in-path interface inpath0_1 enable

    ip in-path-gateway inpath0_1 10.2.0.1

    ip in-path route inpath0_1 10.1.0.0 255.255.255.0 10.2.0.2

    ip in-path route inpath0_1 172.16.0.0 255.255.255.0 10.2.0.2

    ip in-path route inpath0_1 172.17.0.0 255.255.255.0 10.2.0.2

    ip in-path route inpath0_1 172.18.0.0 255.255.255.0 10.2.0.2

    ip in-path route inpath0_1 172.19.0.0 255.255.255.0 10.2.0.2

    failover interceptor name interceptor1 main-ip 10.1.0.6

    failover interceptor name interceptor1 additional-ip 10.2.0.6

    steelhead communication multi-interface enable

    steelhead name steelhead1 main-ip 172.16.0.10

    steelhead name steelhead1 additional-ip 172.17.0.10

    steelhead name steelhead2 main-ip 172.18.0.10

    steelhead name steelhead2 additional-ip 172.19.0.10

    Deploying Parallel Interceptor Appliances with Fail-to-Block

    In a parallel with fail-to-block deployment, you install two Interceptor appliances and configure each as part of the same cluster. In both Interceptor appliances, you disable the fail-to-wire mode and enable the allow-failure option. When an Interceptor appliance fails, it prevents traffic from flowing through its in-path links. You can use this deployment when a network uses a routing or switching protocol that can cause the traffic flow after a failure to continue only along the remaining available paths to the WAN.

    Note: If both Interceptor appliances fail, traffic is unable to reach the WAN. This typically matches existing network designs that are configured to survive a single point of failure but might not survive double failures.

    Figure 3‑15. Interceptor Appliance Parallel with Fail-To-Block Deployment[image: ]

    The following example shows the CLI configuration for a parallel with fail-to-block deployment as shown in Figure 3‑15.

    To configure the Interceptor appliance parallel with fail-to-block as shown in Figure 3‑15

    1.	Connect to Steelhead appliance 1 and enter the following commands:

    interface inpath0_0 ip address 172.16.0.10 /24

    ip in-path-gateway inpath0_0 172.16.0.1

    interface inpath0_1 ip address 172.17.0.10 /24

    ip in-path-gateway inpath0_1 172.17.0.1

    in-path enable

    in-path oop enable

    steelhead communication enable

    steelhead communication multi-interface enable

    steelhead communication allow-failure

    steelhead name interceptor1 main-ip 10.1.0.6

    steelhead name interceptor1 additional-ip 10.2.0.6

    steelhead name interceptor2 main-ip 10.3.0.6

    steelhead name interceptor2 additional-ip 10.4.0.6

    2.	Connect to Steelhead appliance 2 and enter the following commands:

    interface inpath0_0 ip address 172.18.0.10 /24

    ip in-path-gateway inpath0_0 172.18.0.1

    interface inpath0_1 ip address 172.19.0.10 /24

    ip in-path-gateway inpath0_1 172.19.0.1

    in-path enable

    in-path oop enable

    steelhead communication enable

    steelhead communication multi-interface enable

    steelhead communication allow-failure

    steelhead name interceptor1 main-ip 10.1.0.6

    steelhead name interceptor1 additional-ip 10.2.0.6

    steelhead name interceptor2 main-ip 10.3.0.6

    steelhead name interceptor2 additional-ip 10.4.0.6

    3.	Connect to Interceptor appliance 1 and enter the following commands:

    interface inpath0_0 ip address 10.1.0.6 /24

    in-path interface inpath0_0 enable

    no interface inpath0_0 fail-to-bypass enable

    ip in-path-gateway inpath0_0 10.1.0.1

    ip in-path route inpath0_0 10.3.0.0 255.255.255.0 10.1.0.2

    ip in-path route inpath0_0 10.4.0.0 255.255.255.0 10.1.0.2

    ip in-path route inpath0_0 172.16.0.0 255.255.255.0 10.1.0.2

    ip in-path route inpath0_0 172.17.0.0 255.255.255.0 10.1.0.2

    ip in-path route inpath0_0 172.18.0.0 255.255.255.0 10.1.0.2

    ip in-path route inpath0_0 172.19.0.0 255.255.255.0 10.1.0.2

    interface inpath0_1 ip address 10.2.0.6 /24

    ip in-path-gateway inpath0_1 10.2.0.1

    in-path interface inpath0_1 enable

    no interface inpath0_1 fail-to-bypass enable

    ip in-path route inpath0_1 10.3.0.0 255.255.255.0 10.2.0.2

    ip in-path route inpath0_1 10.4.0.0 255.255.255.0 10.2.0.2

    ip in-path route inpath0_1 172.16.0.0 255.255.255.0 10.2.0.2

    ip in-path route inpath0_1 172.17.0.0 255.255.255.0 10.2.0.2

    ip in-path route inpath0_1 172.18.0.0 255.255.255.0 10.2.0.2

    ip in-path route inpath0_1 172.19.0.0 255.255.255.0 10.2.0.2

    interceptor communication allow-failure enable

    interceptor communication multi-interface enable

    interceptor name interceptor2 main-ip 10.3.0.6

    interceptor name interceptor2 additional-ip 10.4.0.6

    steelhead communication allow-failure

    steelhead communication multi-interface enable

    steelhead name steelhead1 main-ip 172.16.0.10

    steelhead name steelhead1 additional-ip 172.17.0.10

    steelhead name steelhead2 main-ip 172.18.0.10

    steelhead name steelhead2 additional-ip 172.19.0.10

    4.	Connect to Interceptor appliance 2 and enter the following commands:

    interface inpath0_0 ip address 10.3.0.6 /24

    no interface inpath0_0 fail-to-bypass enable

    in-path interface inpath0_0 enable

    ip in-path-gateway inpath0_0 10.3.0.1

    ip in-path route inpath0_0 10.1.0.0 255.255.255.0 10.3.0.2

    ip in-path route inpath0_0 10.2.0.0 255.255.255.0 10.3.0.2

    ip in-path route inpath0_0 172.16.0.0 255.255.255.0 10.3.0.2

    ip in-path route inpath0_0 172.17.0.0 255.255.255.0 10.3.0.2

    ip in-path route inpath0_0 172.18.0.0 255.255.255.0 10.3.0.2

    ip in-path route inpath0_0 172.19.0.0 255.255.255.0 10.3.0.2

    interface inpath0_1 ip address 10.4.0.6 /24

    no interface inpath0_1 fail-to-bypass enable

    in-path interface inpath0_1 enable

    ip in-path-gateway inpath0_1 10.4.0.1

    ip in-path route inpath0_1 10.1.0.0 255.255.255.0 10.4.0.2

    ip in-path route inpath0_1 10.2.0.0 255.255.255.0 10.4.0.2

    ip in-path route inpath0_1 172.16.0.0 255.255.255.0 10.4.0.2

    ip in-path route inpath0_1 172.17.0.0 255.255.255.0 10.4.0.2

    ip in-path route inpath0_1 172.18.0.0 255.255.255.0 10.4.0.2

    ip in-path route inpath0_1 172.19.0.0 255.255.255.0 10.4.0.2

    interceptor communication allow-failure enable

    interceptor communication multi-interface enable

    interceptor name interceptor1 main-ip 10.1.0.6

    interceptor name interceptor1 additional-ip 10.2.0.6

    steelhead communication allow-failure

    steelhead communication multi-interface enable

    steelhead name steelhead1 main-ip 172.16.0.10

    steelhead name steelhead1 additional-ip 172.17.0.10

    steelhead name steelhead2 main-ip 172.18.0.10

    steelhead name steelhead2 additional-ip 172.19.0.10

    Deploying Quad Interceptor Appliances

    In a quad deployment, you install four Interceptor appliances. For each Interceptor appliance, you configure one failover Interceptor appliance and two neighbors, using the default fail-to-wire mode on all Interceptor appliances. In this deployment, optimization for existing and new connections can continue despite the failure of any single Interceptor appliance; if two Interceptor appliances fail, optimization continues as long as the two failed Interceptor appliances are not failover peers. 

    If two Interceptor appliances that are failover peers fail, there is still a path to the WAN, but redirection does not occur on the path. The remaining Interceptor appliances continue to redirect packets for optimized connections, but do not redirect packets for any new connections. Riverbed recommends that in most quad deployments you do not use the interceptor communication allow-failure enable command. 

    An exception to this best practice is when you expect a network device to fail, in that a serial pair of Interceptor appliances in a quad cluster are disabled, and the only remaining path to the WAN is covered by the unaffected serial pair in the quad cluster. For example, Figure 3‑16 shows that if one of the LAN routers were to fail, the only remaining available path is through the unaffected serial pair of Interceptor appliances. To support this type of scenario you can consider using the interceptor communication allow-failure enable command similar to how you use the command in a parallel deployment. Note the corresponding command for the Steelhead appliance.

    Compared to the parallel deployment, an Interceptor appliance failure in a quad deployment does not cause traffic routing or switching patterns to change, while still allowing optimization to continue. 

    Riverbed recommends that you use the debug validate deployment command when you configure a quad deployment. This verifies that all devices in the cluster are appropriately configured with each other's information. 

    Figure 3‑16. Interceptor Appliance Quad Deployment[image: ]

    The following example shows the CLI configuration for a quad deployment as shown in Figure 3‑16.

    To configure the Interceptor appliance quad deployment as shown in Figure 3‑16

    1.	Connect to Steelhead appliance 1 and enter the following commands:

    interface inpath0_0 ip address 172.16.0.10 /24

    ip in-path-gateway inpath0_0 172.16.0.1

    interface inpath0_1 ip address 172.17.0.10 /24

    ip in-path-gateway inpath0_1 172.17.0.1

    in-path enable

    in-path oop enable

    steelhead communication enable

    steelhead communication multi-interface enable

    steelhead name interceptor1 main-ip 10.1.0.6

    steelhead name interceptor1 additional-ip 10.2.0.6

    steelhead name interceptor2 main-ip 10.1.0.7

    steelhead name interceptor2 additional-ip 10.2.0.7

    steelhead name interceptor3 main-ip 10.3.0.6

    steelhead name interceptor3 additional-ip 10.4.0.6

    steelhead name interceptor4 main-ip 10.3.0.7

    steelhead name interceptor4 additional-ip 10.4.0.7

    2.	Connect to Steelhead appliance 2 and enter the following commands:

    interface inpath0_0 ip address 172.18.0.10 /24

    ip in-path-gateway inpath0_0 172.18.0.1

    interface inpath0_1 ip address 172.19.0.10 /24

    ip in-path-gateway inpath0_1 172.19.0.1

    in-path enable

    in-path oop enable

    steelhead communication enable

    steelhead communication multi-interface enable

    steelhead name interceptor1 main-ip 10.1.0.6

    steelhead name interceptor1 additional-ip 10.2.0.6

    steelhead name interceptor2 main-ip 10.1.0.7

    steelhead name interceptor2 additional-ip 10.2.0.7

    steelhead name interceptor3 main-ip 10.3.0.6

    steelhead name interceptor3 additional-ip 10.4.0.6

    steelhead name interceptor4 main-ip 10.3.0.7

    steelhead name interceptor4 additional-ip 10.4.0.7

    3.	Connect to Interceptor appliance 1 and enter the following commands:

    interface inpath0_0 ip address 10.1.0.6 /24

    in-path interface inpath0_0 enable

    ip in-path-gateway inpath0_0 10.1.0.1

    ip in-path route inpath0_0 10.2.0.0 255.255.255.0 10.1.0.2

    ip in-path route inpath0_0 10.3.0.0 255.255.255.0 10.1.0.2

    ip in-path route inpath0_0 10.4.0.0 255.255.255.0 10.1.0.2

    ip in-path route inpath0_0 172.16.0.0 255.255.255.0 10.1.0.2

    ip in-path route inpath0_0 172.17.0.0 255.255.255.0 10.1.0.2

    ip in-path route inpath0_0 172.18.0.0 255.255.255.0 10.1.0.2

    ip in-path route inpath0_0 172.19.0.0 255.255.255.0 10.1.0.2

    interface inpath0_1 ip address 10.2.0.6 /24

    in-path interface inpath0_1 enable

    ip in-path-gateway inpath0_1 10.2.0.1

    ip in-path route inpath0_1 10.1.0.0 255.255.255.0 10.2.0.2

    ip in-path route inpath0_1 10.3.0.0 255.255.255.0 10.2.0.2

    ip in-path route inpath0_1 10.4.0.0 255.255.255.0 10.2.0.2

    ip in-path route inpath0_1 172.16.0.0 255.255.255.0 10.2.0.2

    ip in-path route inpath0_1 172.17.0.0 255.255.255.0 10.2.0.2

    ip in-path route inpath0_1 172.18.0.0 255.255.255.0 10.2.0.2

    ip in-path route inpath0_1 172.19.0.0 255.255.255.0 10.2.0.2

    interceptor communication multi-interface enable

    interceptor name interceptor3 main-ip 10.3.0.6

    interceptor name interceptor3 additional-ip 10.4.0.6

    interceptor name interceptor4 main-ip 10.3.0.7

    interceptor name interceptor4 additional-ip 10.4.0.7

    failover interceptor name interceptor2 main-ip 10.1.0.7

    failover interceptor name interceptor2 additional-ip 10.2.0.7

    steelhead communication multi-interface enable

    steelhead name steelhead1 main-ip 172.16.0.10

    steelhead name steelhead1 additional-ip 172.17.0.10

    steelhead name steelhead2 main-ip 172.18.0.10

    steelhead name steelhead2 additional-ip 172.19.0.10

    4.	Connect to Interceptor appliance 2 and enter the following commands:

    interface inpath0_0 ip address 10.1.0.7 /24

    in-path interface inpath0_0 enable

    ip in-path-gateway inpath0_0 10.1.0.1

    ip in-path route inpath0_0 10.2.0.0 255.255.255.0 10.1.0.2

    ip in-path route inpath0_0 10.3.0.0 255.255.255.0 10.1.0.2

    ip in-path route inpath0_0 10.4.0.0 255.255.255.0 10.1.0.2

    ip in-path route inpath0_0 172.16.0.0 255.255.255.0 10.1.0.2

    ip in-path route inpath0_0 172.17.0.0 255.255.255.0 10.1.0.2

    ip in-path route inpath0_0 172.18.0.0 255.255.255.0 10.1.0.2

    ip in-path route inpath0_0 172.19.0.0 255.255.255.0 10.1.0.2

    interface inpath0_1 ip address 10.2.0.7 /24

    in-path interface inpath0_1 enable

    ip in-path-gateway inpath0_1 10.2.0.1

    ip in-path route inpath0_1 10.1.0.0 255.255.255.0 10.2.0.2

    ip in-path route inpath0_1 10.3.0.0 255.255.255.0 10.2.0.2

    ip in-path route inpath0_1 10.4.0.0 255.255.255.0 10.2.0.2

    ip in-path route inpath0_1 172.16.0.0 255.255.255.0 10.2.0.2

    ip in-path route inpath0_1 172.17.0.0 255.255.255.0 10.2.0.2

    ip in-path route inpath0_1 172.18.0.0 255.255.255.0 10.2.0.2

    ip in-path route inpath0_1 172.19.0.0 255.255.255.0 10.2.0.2

    interceptor communication multi-interface enable

    interceptor name interceptor3 main-ip 10.3.0.6

    interceptor name interceptor3 additional-ip 10.4.0.6

    interceptor name interceptor4 main-ip 10.3.0.7

    interceptor name interceptor4 additional-ip 10.4.0.7

    failover interceptor name interceptor1 main-ip 10.1.0.6

    failover interceptor name interceptor1 additional-ip 10.2.0.6

    steelhead communication multi-interface enable

    steelhead name steelhead1 main-ip 172.16.0.10

    steelhead name steelhead1 additional-ip 172.17.0.10

    steelhead name steelhead2 main-ip 172.18.0.10

    steelhead name steelhead2 additional-ip 172.19.0.10

    5.	Connect to Interceptor appliance 3 and enter the following commands:

    interface inpath0_0 ip address 10.3.0.6 /24

    in-path interface inpath0_0 enable

    ip in-path-gateway inpath0_0 10.3.0.1

    ip in-path route inpath0_0 10.1.0.0 255.255.255.0 10.3.0.2

    ip in-path route inpath0_0 10.2.0.0 255.255.255.0 10.3.0.2

    ip in-path route inpath0_0 10.4.0.0 255.255.255.0 10.3.0.2

    ip in-path route inpath0_0 172.16.0.0 255.255.255.0 10.3.0.2

    ip in-path route inpath0_0 172.17.0.0 255.255.255.0 10.3.0.2

    ip in-path route inpath0_0 172.18.0.0 255.255.255.0 10.3.0.2

    ip in-path route inpath0_0 172.19.0.0 255.255.255.0 10.3.0.2

    interface inpath0_1 ip address 10.4.0.6 /24

    in-path interface inpath0_1 enable

    ip in-path-gateway inpath0_1 10.4.0.1

    ip in-path route inpath0_1 10.1.0.0 255.255.255.0 10.4.0.2

    ip in-path route inpath0_1 10.2.0.0 255.255.255.0 10.4.0.2

    ip in-path route inpath0_1 10.3.0.0 255.255.255.0 10.4.0.2

    ip in-path route inpath0_1 172.16.0.0 255.255.255.0 10.4.0.2

    ip in-path route inpath0_1 172.17.0.0 255.255.255.0 10.4.0.2

    ip in-path route inpath0_1 172.18.0.0 255.255.255.0 10.4.0.2

    ip in-path route inpath0_1 172.19.0.0 255.255.255.0 10.4.0.2

    interceptor communication multi-interface enable

    interceptor name interceptor1 main-ip 10.1.0.6

    interceptor name interceptor1 additional-ip 10.2.0.6

    interceptor name interceptor2 main-ip 10.1.0.7

    interceptor name interceptor2 additional-ip 10.2.0.7

    failover interceptor name interceptor4 main-ip 10.3.0.7

    failover interceptor name interceptor4 additional-ip 10.4.0.7

    steelhead communication multi-interface enable

    steelhead name steelhead1 main-ip 172.16.0.10

    steelhead name steelhead1 additional-ip 172.17.0.10

    steelhead name steelhead2 main-ip 172.18.0.10

    steelhead name steelhead2 additional-ip 172.19.0.10

    6.	Connect to Interceptor appliance 4 and enter the following commands:

    interface inpath0_0 ip address 10.3.0.7 /24

    in-path interface inpath0_0 enable

    ip in-path-gateway inpath0_0 10.3.0.1

    ip in-path route inpath0_0 10.1.0.0 255.255.255.0 10.3.0.2

    ip in-path route inpath0_0 10.2.0.0 255.255.255.0 10.3.0.2

    ip in-path route inpath0_0 10.4.0.0 255.255.255.0 10.3.0.2

    ip in-path route inpath0_0 172.16.0.0 255.255.255.0 10.3.0.2

    ip in-path route inpath0_0 172.17.0.0 255.255.255.0 10.3.0.2

    ip in-path route inpath0_0 172.18.0.0 255.255.255.0 10.3.0.2

    ip in-path route inpath0_0 172.19.0.0 255.255.255.0 10.3.0.2

    interface inpath0_1 ip address 10.4.0.7 /24

    in-path interface inpath0_1 enable

    ip in-path-gateway inpath0_1 10.4.0.1

    ip in-path route inpath0_1 10.1.0.0 255.255.255.0 10.4.0.2

    ip in-path route inpath0_1 10.2.0.0 255.255.255.0 10.4.0.2

    ip in-path route inpath0_1 10.3.0.0 255.255.255.0 10.4.0.2

    ip in-path route inpath0_1 172.16.0.0 255.255.255.0 10.4.0.2

    ip in-path route inpath0_1 172.17.0.0 255.255.255.0 10.4.0.2

    ip in-path route inpath0_1 172.18.0.0 255.255.255.0 10.4.0.2

    ip in-path route inpath0_1 172.19.0.0 255.255.255.0 10.4.0.2

    interceptor communication multi-interface enable

    interceptor name interceptor1 main-ip 10.1.0.6

    interceptor name interceptor1 additional-ip 10.2.0.6

    interceptor name interceptor2 main-ip 10.1.0.7

    interceptor name interceptor2 additional-ip 10.2.0.7

    failover interceptor name interceptor3 main-ip 10.3.0.6

    failover interceptor name interceptor3 additional-ip 10.4.0.6

    steelhead communication multi-interface enable

    steelhead name steelhead1 main-ip 172.16.0.10

    steelhead name steelhead1 additional-ip 172.17.0.10

    steelhead name steelhead2 main-ip 172.18.0.10

    steelhead name steelhead2 additional-ip 172.19.0.10

    Deploying a Virtual In-Path Interceptor Appliance Cluster

    In a virtual in-path Interceptor appliance cluster, you install two or more Interceptor appliances in a cluster as neighbor Interceptor appliances rather than failover Interceptor appliances. Configure each Interceptor appliance as a neighbor for the others and enable the interceptor communication allow-failure enable command. Unlike physical in-path clusters, virtual in-path clusters rely on the redirecting network device to determine failover to remaining Interceptor appliances. For instance, Interceptor appliances deployed with WCCP have the same time-out period of up to 30 seconds before a router recognizes an Interceptor appliance failure.

    In a virtual in-path Steelhead appliance cluster, you must plan carefully to determine what traffic is redirected to the Steelhead appliances. You must often use mask assignment or multiple service groups with WCCP, and you can use multiple next hops and different permit sequences with PBR. The main advantage of using virtual in-path Interceptor appliances instead of direct virtual in-path Steelhead appliances is that the Interceptor appliance intelligent load-balancing algorithms are still used to determine Steelhead appliance redirection. It is not as critical to plan which Interceptor appliance receives what traffic, because all Interceptor appliances in the cluster exchange information and redirect consistently to the Steelhead appliances.

    Figure 3‑17. Virtual In-Path Interceptor Appliance Cluster Deployment[image: ]

    To configure the Interceptor appliance virtual in-path cluster as shown in Figure 3‑17

    1.	Connect to Steelhead appliance 1 and enter the following commands:

    interface inpath0_0 ip address 10.1.0.20 /24

    ip in-path-gateway inpath0_0 10.1.0.1

    in-path enable

    in-path oop enable

    steelhead communication enable

    steelhead communication multi-interface enable

    steelhead communication allow-failure

    steelhead name interceptor1 main-ip 10.1.0.6

    steelhead name interceptor2 main-ip 10.1.0.7

    2.	Connect to Steelhead appliance 2 and enter the following commands:

    interface inpath0_0 ip address 10.1.0.21 /24

    ip in-path-gateway inpath0_0 10.1.0.1

    in-path enable

    in-path oop enable

    steelhead communication enable

    steelhead communication multi-interface enable

    steelhead communication allow-failure

    steelhead name interceptor1 main-ip 10.1.0.6

    steelhead name interceptor2 main-ip 10.1.0.7

    3.	Connect to Interceptor appliance 1 and enter the following commands:

    in-path oop enable

    interface inpath0_0 ip address 10.1.0.6 /24

    in-path interface inpath0_0 enable

    #--- Although not always required, no fail-to-bypass is often used to ensure the link goes down 

    #--- if service is stopped. This allows for failover mechanisms like object tracking or CDP

    #--- to see that the Interceptor appliance is no longer available

    no interface inpath0_0 fail-to-bypass enable

    ip in-path-gateway inpath0_0 10.1.0.1

    interceptor communication allow-failure enable

    interceptor communication multi-interface enable

    interceptor name interceptor2 main-ip 10.1.0.7

    steelhead communication allow-failure

    steelhead communication multi-interface enable

    steelhead name steelhead1 main-ip 10.1.0.20

    steelhead name steelhead2 main-ip 10.1.0.21

    4.	Connect to Interceptor appliance 2 and enter the following commands:

    in-path oop enable

    interface inpath0_0 ip address 10.1.0.7 /24

    in-path interface inpath0_0 enable

    #--- Although not always required, no fail-to-bypass is often used to ensure the link goes down 

    #--- if service is stopped. This allows for failover mechanisms like object tracking or CDP

    #--- to see that the Interceptor appliance is no longer available

    no interface inpath0_0 fail-to-bypass enable

    ip in-path-gateway inpath0_0 10.1.0.1

    interceptor communication allow-failure enable

    interceptor communication multi-interface enable

    interceptor name interceptor1 main-ip 10.1.0.6

    steelhead communication allow-failure

    steelhead communication multi-interface enable

    steelhead name steelhead1 main-ip 10.1.0.20

    steelhead name steelhead2 main-ip 10.1.0.21

  
    Choosing a Cluster Type

    You can choose a cluster type depending on the:

    • location and number of links to the WAN.

    • amount of data flowing on the links to the WAN.

    • desired path of data during failures.

    • physical in-line devices that are allowed.

    Series deployments provide single failure redundancy. In dual failures, traffic continues to flow to the WAN on the original network path. Series deployments cannot be used when: 

    • there are more in-path links that can be covered with a single Interceptor appliance.

    • the links to the WAN are not located at the same site.

    • the total data traversing through the Interceptor appliance (excluding data passing through using hardware-assisted pass-through) exceeds the specifications of the Interceptor appliance model.

    Parallel with fail-to-block deployments also provide single failure redundancy and are used when there are more in-path links than can be covered with a single Interceptor appliance. If the data traversing through all of the links to the WAN exceed the specifications of a single Interceptor appliance model, then you can use a parallel with fail-to-block deployment to reduce the amount of data any single Interceptor appliance would process during normal operation. When an Interceptor appliance fails, these deployments alter the path of data in the network and cause remaining Interceptor appliances and links to process all of the data to the WAN. 

    Quad deployments provide single Interceptor appliance failure redundancy. Dual Interceptor appliance failure redundancy is possible if the failed Interceptor appliances are not failover peers. If you configure the Interceptor appliances as failover peers, then a path to the WAN does not have redirection coverage. In this case, the asymmetric route detection of the Steelhead appliance still functions, but for some asymmetric flows, the Steelhead appliances recognize asymmetry due to initial application connection failures. In any single Interceptor appliance failure scenario, all flows continue to be optimized, and new connections continue to go through auto-discovery. A single Interceptor appliance failure does not cause the alteration of the path of data to the WAN.

    For most physical in-path deployments, Riverbed recommends series deployments. If there are too many WAN links for a series deployment, Riverbed recommends quad deployment. The quad deployment handles failure more efficiently than the parallel with the fail-to-block option, both for single and double Interceptor appliance failures.

    You can deploy virtual in-path deployments for data center environments in which you cannot have or do not want physical in-line devices, but you need Steelhead appliance-aware load balancing. For most environments, physical in-path deployments are recommended. 

  
    Connection Forwarding Settings for Allow-Failure

    In an Interceptor appliance topology, the Interceptor appliances communicate with other Interceptors and Steelhead appliances, while the Steelhead appliances communicate with only the Interceptor appliances. Load-balancing rules govern the communication between the Interceptor and Steelhead appliance. You do not need to configure a specific CLI command: allow-failure or no allow-failure.

    The following table shows the Interceptor and Steelhead appliance connection forwarding settings for allow-failure given an Interceptor appliance topology.

    
      
      
        	
           

        
        	
          Interceptor Appliance CLI Commands

        
        	
          Steelhead Appliance CLI Commands

        
      

      
        	
          Deployment Type

        
        	
          Interceptor Appliance-Interceptor Appliance

        
        	
          Connection Forwarding

        
      

      
        	
          Single Interceptor appliance

        
        	
          no interceptor communication allow-failure enable

        
        	
          no in-path neighbor allow-failure

        
      

      
        	
          Serial Interceptor appliances

        
        	
          no interceptor communication allow-failure enable

        
        	
          no in-path neighbor allow-failure

        
      

      
        	
          Parallel Interceptor appliances, fail-to-block

        
        	
          interceptor communication allow-failure enable

        
        	
          in-path neighbor allow-failure

        
      

      
        	
          Parallel Interceptor appliances, fail-to-wire

        
        	
          no interceptor communication allow-failure enable

        
        	
          no in-path neighbor allow-failure

        
      

      
        	
          Quad Interceptor appliances

        
        	
          no interceptor communication allow-failure enable

        
        	
          no in-path neighbor allow-failure

        
      

      
        	
          Virtual in-path Interceptor appliances

        
        	
          interceptor communication allow-failure enable

        
        	
          in-path neighbor allow-failure

        
      

    

    Note: You do not need to enter default commands into the Interceptor and Steelhead appliance. The default command for an Interceptor appliance is no interceptor communication allow-failure enable, and the default Steelhead appliance command is no in-path neighbor allow-failure.

     

     

  
    Traffic Redirection

    This chapter describes the redirection protocol and the redirection controls and provides general recommendations for redirection in Interceptor appliance deployments:

    • “Overview of Traffic Redirection” on page 55

    • “Load-Balance Rules” on page 58

    • “Intra-Cluster Latency” on page 62

  
    Overview of Traffic Redirection

    This section includes the following topics:

    • “Hardware-Assisted Pass-Through” on page 57

    • “In-Path Rules” on page 57

    • “Load-Balance Rules” on page 58

    Interceptor appliances control traffic redirection to Steelhead appliances and Steelhead appliance optimization targets for different types of traffic using the following techniques:

    • In-path rules - Control whether locally initiated connections are redirected.

    • Hardware-assist pass-through (HAP) rules - Control what traffic is passed through in hardware on supported network bypass cards.

    • Load-balance rules - Control what traffic is redirected, and how traffic is distributed to the Steelhead appliance cluster.

    The three types of redirection control rules control what traffic is redirected and potentially optimized by a Steelhead appliance. Figure 4‑1 shows how the control rules are used when a packet arrives on the LAN or WAN interfaces of the Interceptor appliance.

    Figure 4‑1. Redirection Packet Process Overview[image: ]

    First the Interceptor appliance checks whether the packets arriving on a LAN or WAN port match an HAP rule. If they match, the Interceptor appliance bridges the packet in the hardware corresponding to the port. If not, the Interceptor appliance checks whether the packet belongs to the flow that is redirected. If the packets does not belong to that flow, it could be because the flow is going through auto-discovery or because the flow previously went through auto-discovery and started optimization. 

    If the packet does not correspond to a redirected flow, in-path and load-balance rules determine the next action. TCP SYN packets from a LAN interface are processed with the in-path rules and can be either dropped, passed-through, or proceed for further processing with the load-balance rules. Interceptor appliance in-path rules are not checked for packets with a automatic discovery probe, such as WAN-side or LAN-side SYN+ packets.

    Typically in an Interceptor appliance cluster, all Interceptor appliances have the same control rule set. You are not required to have the same control set, but differences in rules can lead to surprising behavior. For example, as shown in Figure 4‑1, HAP rules are checked in hardware before a redirect flow entry is checked in software. This results in wrong behavior if one Interceptor appliance in a cluster begins redirecting packets when another clustered Interceptor appliance has a HAP-pass rule that matches the connection.

    Situations in which different rules are useful include deployments in which Interceptors and Steelhead appliances in the same cluster are in locations that have some small, but significant, latency separating them. For details on deploying Interceptor appliance clusters across distances, see “Intra-Cluster Latency” on page 62.

    Hardware-Assisted Pass-Through

    Interceptor appliance v2.0.4 or later supports HAP traffic forwarding with certain NIC cards. HAP is currently supported with 10-Gbps Ethernet cards (parts NIC-10G-2LR and NIC-10G-2SR). HAP allows you to statically configure all UDP traffic and selected TCP traffic (identified by subnet pairs, not necessarily source and destination; or VLANs) to be passed through the Interceptor appliance at close to line-rate speeds.

    HAP works by programming a special network chip on the NIC card to recognize traffic as soon as it enters the LAN or WAN port. HAP then bridges the traffic in hardware to the corresponding LAN or WAN port. Because you cannot use HAP for traffic when auto-discovery must decide whether to optimize or not, HAP is only useful for traffic you know you never want redirected or optimized.

    You control HAP rules using the in-path hw-assist commands or using the Interceptor Management Console. The current maximum number of HAP rules allowed is 50.

    In-Path Rules

    The Interceptor appliance in-path rules serve a similar purpose to the Steelhead appliance in-path rules. They define the action to be taken when TCP SYN packets arrive on a LAN interface of an Interceptor appliance. 

    The in-path rules are an ordered list of matching parameters and an action field. The matching parameters can be: 

    • IP source or destination subnets.

    • an IP source or destination host.

    • a destination TCP port.

    • a VLAN ID. 

    The list is processed in order, and the action from the first rule whose parameters match the packet determines the next step of the Interceptor appliance. 

    In-path rules have the following actions:

    • Redirect - Continue processing the packet with the load-balance rules.

    • Pass - Bridge the SYN packet to the corresponding WAN port.

    • Deny - Drop the SYN packet and send a TCP to its source.

    • Discard - Silently drop the SYN packet.

    The deny and discard actions are generally not used in deployments. Similar to the in-path rule actions of the Steelhead appliance with the same names, these actions might be useful for troubleshooting or when trying to contain a worm or virus outbreak. Most in-path rules use either the redirect or pass actions.

    The Interceptor appliance default in-path rule configuration is similar to that for a Steelhead appliance. There are three pass rules configured by default. The rules match secure, interactive, and Riverbed protocols with destination TCP ports. All other traffic matches the built-in default rule whose type is redirect.

    The Interceptor appliance does not have a control mechanism that corresponds to the Steelhead appliances peering rules. The load-balance rules are used to provide the same type of control as the peering rules of the Steelhead appliance.

    For details on entering or viewing in-path rules, see the Riverbed Command-Line Interface Reference Manual and Interceptor Appliance User’s Guide.

    Load-Balance Rules

    This section discusses load-balancing rules and includes the following topics:

    • “Rule Types and Matching” on page 58

    • “Default Rule and Pool” on page 59

    • “Load-Balance Rule Processing” on page 59

    • “Steelhead Appliance Selection” on page 60

    You can use the load-balance rules in the following ways:

    • As a filtering mechanism to determine whether traffic is optimized or not

    • As a distribution mechanism, specifying which Steelhead appliances optimize particular traffic

    Rule Types and Matching

    As shown in Figure 4‑1, the load-balance rules are processed on a TCP SYN packet for a connection. This might be a SYN packet for a connection initiated at the site where the Interceptor appliance is deployed, or it might be a SYN packet arriving from the WAN, which has an embedded auto-discovery probe. 

    Each rule has an action type of either pass-through or redirect. Rules whose action is redirect must also specify at least one Steelhead appliance. When considering Steelhead appliances that have multiple in-path IP addresses, use only one in-path IP address from the Steelhead appliance for load-balance rule configuration. Typically the IP address is the inpath0_0 interface IP address. As long as the Interceptor appliance can reach one of the in-path IP addresses for the Steelhead appliances, it handles the load-balance rules the same as if the inpath0_0 IP address was reachable.

    A redirect rule might also specify the fair peering flag. Use this flag when the Interceptor appliance selects the Steelhead appliance among those listed in the redirect rule to optimize a connection. 

    For details on the fair peering flag, and on how the Interceptor appliance selects among the Steelhead appliances listed in a redirect rule, see “Steelhead Appliance Selection” on page 60. 

    You can specify a Steelhead appliance in more than one redirect-type load-balance rule, but only if none of the rules have the fair peering flag enabled. 

    The load-balance rules match a packet with any of the following parameters:

    • Source subnet (or host)

    • IP destination subnet (or host)

    • IP destination TCP port

    • VLAN ID

    • Neighbor information

    Specify the neighbor information parameter used to match arriving SYN packets that have an embedded auto-discovery probe. You can specify one of the following parameters:

    • Non-probe - Match packets that do not have an embedded probe.

    • Probe-only - Match packets that do have an embedded probe.

    • IP address - Match packets that have an embedded probe, but only if the probing Steelhead appliance matches the specified IP address.

    Default Rule and Pool

    The Interceptor appliance has a built-in default rule called auto. This acts as the last rule in the load-balance rule list, and you cannot remove or alter it. This rule has a list of Steelhead appliances associated with it, but the Interceptor appliance manages the list dynamically.

    Any Steelhead appliance that you do not specify in a configured load-balance rule is in the redirect list of the default load-balance rule. If you specify a Steelhead appliance in a configured load-balance rule, the Interceptor appliance treats it as if it is not present in the default load-balance rule. The Steelhead appliances that are targets of the default load-balance rule are called the default load-balance rule pool, or the default pool.

    If you do not configure any load-balance rules on the Interceptor appliance, all four Steelhead appliances are present in the default pool. If you add a redirect rule that specifies Steelhead appliances A and B, then only Steelhead appliances C and D remain in the default pool. If you change the load-balance rule and only specify Steelhead appliance A, then Steelhead appliance B moves back to the default pool, and the pool now contains Steelhead appliances B, C, and D. 

    If you configure all Steelhead appliances on an Interceptor appliance with load-balance rules, then the default pool is empty. In this case, only connections that are specified by one of the configured rules are optimized. To change that behavior, you can configure a redirect rule at the end of the list of load-balance rules, which matches any connection, and specify in its redirect list which Steelhead appliances to use as catch-all Steelhead appliances.

    Load-Balance Rule Processing

    Load-balance rules are processed differently from the Interceptor appliance in-path rules. 

    Load-balance rules are numbered list of rules. A list is processed in order, from the first rule in the list to the last. If the action from the first rule whose parameters match the packet is of type pass-through, the packet (and subsequent packets for the connection) is passed through the Interceptor appliance. 

    If the action from the first matching rule is of type redirect, then the Interceptor appliance compares the list of Steelhead appliances specified in the rule with its knowledge of the Steelhead appliance cluster to create a potentially smaller list of rule-specific candidate Steelhead appliances. Candidate Steelhead appliances are those that are specified by the redirect rule; are live, not paused; and have the TCP connection capacity to optimize an additional connection. Out of these candidate Steelhead appliances, the Interceptor appliance selects a Steelhead appliance to perform the optimization for the connection. 

    If the list of candidate Steelhead appliances is empty, then the Interceptor appliance continues examining the list of load-balance rules. It proceeds to the next rule until it finds a redirect list that has a candidate Steelhead appliance, or a pass through rule matches. If no configured rule matches and the default pool is empty, the connection is passed through. If no configured rule matches and there are Steelhead appliances in the default pool, then the Interceptor appliance selects a Steelhead appliance from the default pool for optimization.

    For details on how an Interceptor appliance selects a Steelhead appliance from among the candidates, see “Steelhead Appliance Selection” on page 60.

    By default, Steelhead and Interceptor appliances exchange heartbeat information every second. If an Interceptor appliance does not receive the most recent three heartbeat responses, it considers the Steelhead appliance disabled. 

    You can put a Steelhead appliance into paused mode with the steelhead name <name> paused command. When a Steelhead appliance is in paused mode, it is never considered a candidate Steelhead appliance. The Interceptor appliance continues to redirect traffic for existing connections to a paused Steelhead appliance. Because it cannot be a candidate Steelhead appliance, it does not redirect new connections.

    Steelhead appliances communicate the number of TCP connections that they are optimizing with the Interceptor appliance. The Interceptor appliance uses this information when it needs to decide which Steelhead appliance in a list has the least number of connections optimized, and to make sure that a Steelhead appliance is not sent too many TCP connections for optimization.

    Steelhead Appliance Selection

    When a packet matches a redirect rule, the Interceptor appliance creates a list of candidate Steelhead appliances by selecting those Steelhead appliances that are specified in the redirect rule, are known to the Interceptor appliance to be alive (not paused), and have capacity for an additional optimized TCP connection. The Interceptor appliance selects a Steelhead appliance depending on the fair peering flag setting and on which Steelhead appliance cluster optimizes connections to or from the remote site in the past, known as peer affinity.

    To achieve peer affinity, the Interceptor appliance selects a clustered Steelhead appliance that has, optimized connections with the remote Steelhead appliance. Peer affinity can improve bandwidth savings and performance because it matches Steelhead appliances that might have segments in common in their RiOS data stores. The Interceptor appliance tracks information about peer affinity by maintaining an in-memory history on past optimized connections. For connections initiated at the Interceptor appliance site, the Interceptor appliance takes the history from the remote server IP and TCP port information. For connections initiated at remote locations, the Interceptor appliance bases the information on an internal Steelhead appliance identifier of the remote Steelhead appliances.

    For details on the RiOS data store, see the Steelhead Appliance Deployment Guide.

    All Interceptor appliances in a cluster share peer affinity information. If you add an Interceptor appliance to the cluster, it receives the current state of peer affinity from the other Interceptor appliances. Peer affinity information does not remain on stable storage, but only in the memory of all the Interceptor appliances in a cluster. If all of the Interceptor appliances in a cluster fail or reboot, the tracked peer affinity information is lost.

    You can clear peer affinity information at sites by restarting the service of one Interceptor appliance. For sites with multiple Interceptor appliances, you must stop service on all clustered Interceptor appliances and then start all service again. Because Interceptor appliances share affinity tables, if service is restarted on only one Interceptor appliance, that Interceptor appliance receives the affinity table from its peer when the service starts again.

    For connections from a new remote Steelhead appliance, the Interceptor appliance determines which clustered Steelhead appliance to redirect to, based on the following selection mechanisms:

    • Peer affinity only selection - If you do not enable fair peering, the Interceptor appliances pair a new remote Steelhead appliance to a clustered Steelhead appliance with the least number of connections. Additional connections from an already known and paired remote Steelhead appliance are always redirected to the same clustered Steelhead appliance, unless the Steelhead appliance is unavailable or at maximum connection capacity. 

    This behavior is geared toward maximum data reduction while using the least disk space across the clustered Steelhead appliances. The downside of using peer affinity only is that a disproportionate number of remote Steelhead appliances might be paired with certain clustered Steelhead appliances. For example, if you take a cluster of two Steelhead appliances and one Steelhead appliance is removed for maintenance, all remote Steelhead appliances are peered to the remaining Steelhead appliance. Even when the removed Steelhead appliance returns to operation, the remote Steelhead appliances maintain pairing with the original remaining Steelhead appliance. 

    You can reset peer affinity information by stopping service on all Interceptor appliances. Alternatively, you can add a Steelhead appliance to the cluster and then configure load-balancing rules to force some traffic to the new Steelhead appliance to create affinity. However, the fair peering feature enhancements described next, address the optimization concentration of peer-affinity-only selection automatically.

    • Fair peering v1 (traditional) - Fair peering v1 was introduced in Interceptor v2.0. When you enable fair peering v1, the Interceptor appliance selects Steelhead appliances so that, over time, each local clustered Steelhead appliance is peered with an equal number of remote Steelhead appliances. For example, if there are 100 communicating remote Steelhead appliances and two clustered Steelhead appliances, each clustered Steelhead appliance has 50 remote Steelhead appliances paired with it. If an additional clustered Steelhead appliance is added, the Interceptor appliance moves existing and new pairings to the new Steelhead appliance. As a result, each clustered Steelhead appliance has approximately 33 pairings. 

    Fair peering v1 does not take into account the size of the remote Steelhead appliance. You can have much larger remote Steelhead appliances paired with one local clustered Steelhead appliance, using resources on the clustered Steelhead appliances unevenly.

    You enable fair peering v1 under the load-balancing rules. You configure fair peering v1 for each load-balancing rule with the Enable Fair Peering for this Rule check box in the Interceptor Management Console. For the default rule, use the Enable Use of Fair Peering for Default Rule option. You cannot use fair peering v1 on two different rules that have the same local Steelhead appliance targets. 

    • Fair peering v2 - Interceptor v3.0 and later introduces improvements to the original fair peering v1. Fair peering v2 provides a more intelligent pairing distribution by taking in account the remote and local Steelhead appliance sizes. The Interceptor appliance takes the size of the remote Steelhead appliances paired to a local Steelhead appliance and compares it to the local Steelhead appliance size to calculate a utilization ratio. The Interceptor appliance then uses the local Steelhead appliance ratio to determine where new remote Steelhead appliance pairings are distributed. If a local Steelhead appliance utilization ratio exceeds a percentage compared to other local Steelhead appliances, then the Interceptor appliance migrates existing pairings to a less-used local Steelhead appliance.

    You enable fair peering v2 on Interceptor v3.0 and later under Configure > Optimization > Load Balancing Rules and selecting Enable Fair Peering v2. This setting is applied across all rules, unlike fair peering v1. Fair peering v2 overrides fair peering v1 configuration. If you enable fair peering v2, local Steelhead appliances must run RiOS v6.1.3 or later. You can only enable fair peering v2 if multi-interface (cluster) protocol is also enabled.

    Riverbed recommends that you use fair peering v2 because it uses more variables for determining selection. 

    Interceptor v3.0 and later includes local Steelhead appliance pressure monitoring, providing the ability to avoid over-used Steelhead appliances or to direct load-balancing decisions away from them. These monitored parameters are as follows: 

    • Available memory

    • CPU use

    • Disk load

    Riverbed recommends that you enable pressure monitoring only in conjunction with fair peering v2. 

    The pressure monitoring parameter is in a normal, high, or severe state. The local Steelhead appliance is responsible for sending its pressure monitoring state changes to the Interceptor appliances. The Interceptor appliance never directs new connections to a Steelhead appliance in a severe state. If other Steelhead appliances are not available or are in a severe state, then the new connection is passed through. The Interceptor appliance does not pair a new remote Steelhead appliance with a high-state Steelhead appliance unless there are no other Steelhead appliances in a normal state. New connections from already paired remote Steelhead appliances continue to redirect traffic to the Steelhead appliance in a high state. 

    If you select Enable Capacity Reduction, you artificially and temporarily reduce the size of the Steelhead appliance in a high state for Interceptor appliance calculations. By reducing the size for load-balancing calculations, the Interceptor appliance moves existing paired peers from the Steelhead appliance in the high state to less-used Steelhead appliances. This reduces the number of new connections sent to the Steelhead appliance in the high state. 

    The temporary reduction of the local Steelhead appliance size continues until the Steelhead appliance goes back to normal state, unless you select Enable Permanent Capacity Reduction. The Enable Permanent Capacity Reduction option artificially reduces the size of the Steelhead appliance in a high state for load-balancing decisions until a service restart on the Interceptor appliances.

    For more details on capacity management and how to enable pressure monitoring, see the Interceptor Appliance User’s Guide and https://supportkb.riverbed.com/support/index?page=content&id=S14235.

    Note: Riverbed recommends that you select Enable Capacity Reduction with fair peering v2 to help distribute pairings to less-used local Steelhead appliances. If the local Steelhead appliance periodically is in a high state, Riverbed recommends that you select Enable Permanent Capacity Reduction. You can view the pressure status of Steelhead appliances from the Interceptor Management Console Home page. 

  
    Intra-Cluster Latency 

    In general, Riverbed recommends that the maximum intra-cluster round-trip latency (the round-trip latency between any two members of a cluster between any two Interceptor appliances, or between any Interceptor appliance and Steelhead appliance) be less than one millisecond.

    You can deploy Interceptor appliances so that some moderate latency exists between members of the Interceptor appliance cluster. Such intra-cluster latency has an impact on the optimized traffic, because each connection to be optimized requires communication among all Interceptor appliances in a cluster, to achieve efficient redirection.

    The longest round-trip latency between any two Interceptor appliances, or between an Interceptor appliance and a Steelhead appliance, should be less than one-fifth of the round-trip latency to the closest optimized remote site. This ensures that intra-cluster communication does not cause connection setup time to be greater for optimized connections compared to unoptimized connections for the closest remote site. Deployments with intra-cluster round-trip latencies higher than 10 milliseconds should be implemented only after technical consultation with Riverbed. 

    Figure 4‑2 shows a data center with WAN landing points at separate locations. If any TCP flow can be routed asymmetrically across both WAN links, then you can configure the Interceptor appliances at the locations as redirect peers. Any latency between the sites might have an impact on the performance of optimized connections, and definitely impacts the time it takes for an optimized connection to be established.

    Figure 4‑2. Data Center with WAN Landing Points at Separate Locations[image: ]

  
    VLAN Segregation

    This chapter discusses VLAN segregation. The driving factor of most use cases is to maintain separation of traffic between VRFs while leveraging the same physical hardware. You can use VLAN segregation when you deploy an Interceptor appliance on a network that must be logically segregated to achieve traffic isolation, security, and diverse network policies. This chapter includes the following sections:

    • “Overview of VLAN Segregation” on page 65

    • “Use Cases” on page 66

    • “VLAN Segregation Interceptor Appliance Cluster Virtualization” on page 67

    • “Feature Compatibility and Limitations” on page 69

    • “Deploying VLAN Segregation” on page 70

    Enterprises, managed service providers (MSPs), or any company that requires traffic separation might also require optimization services to support the logically separated networks.

  
    Overview of VLAN Segregation

    A logical network is sometimes referred to as a virtual routing and forward instance (VRF). Traffic for a VRF is identified and separated through the use of Layer-2 tags, such as 802.1q VLAN tags or MPLS labels. The Layer-2 tag and associated Layer-3 VRF mapping is applied to the configuration of the network devices. VLAN segregation enables IT organizations to provide traffic redirection and optimization by applying the same Layer-2 tag to Layer-3 tag VRF mapping on an Interceptor appliance supporting large enterprises, MSPs, or multitenant environments, and any organization requiring separation of traffic for security. 

    Note: Logical network and VRF are used interchangeably in this chapter.

    The key reasons that IT organizations use VRFs are the distinct Layer-3 routing table per VRF and the ability to reuse IP addresses between VRFs. From your data center, you can provide a VRF to partners, business units, or guests, while keeping traffic segregated and without installing additional network hardware for each VRF. For example, MSPs can host resources and segregate traffic between customers represented with different VRFs. 

    Prior to Interceptor v4.0, the Interceptor appliance did not preserve the VLAN tag when redirecting to a local Steelhead appliance. The Interceptor appliance replaced the tag with the VLAN tag on the in-path interface, and the association between VLAN tag and VRF was lost. While there are workarounds for some traffic segregation scenarios, VLAN segregation provides broad support to more environments in which traffic segregation is critical. 

    VLAN transparency only ensures that optimized traffic is maintained within the VRF instance. If multiple VLANs exist within the same instance, optimized traffic from the Steelhead appliance can traverse other VLANs within the instance depending on routing configurations.

    For more information about VRF, see the Steelhead Appliance Deployment Guide.

    This chapter uses the following terms and definitions:

    • VRF - A separate routing and forwarding table within a network device. Traffic is associated to a VRF by a Layer-2 tag.

    • Instances - A logical interceptor appliance. An instance maps the VLAN tags to a logical Interceptor appliance dedicated to a VRF.

    • VLAN transparency - Maintains VLAN tag for pass-through and redirected traffic.

    • Sub-interface - a logical interface on a physical interface. A logical interface is usually denoted by a physical interface followed by a period (.), followed by a number. For example, inpath0_0.10 is the subinterface for VLAN 10 tagged traffic on the physical interface inpath0_0. The number refers to the 802.1Q VLAN tag.

    • Instance configuration mode - A subconfiguration mode allowing instance-level configuration to be performed on a specific instance. This configuration mode is denoted by the command Interceptor (instance-config) #.

  
    Use Cases

    There are three common use cases for VLAN segregation:

    • Multitenancy

    • Security requirements

    • Overlapping IP address on clients and servers

    Multitenacy is when tenants use a shared facility but are logically separated. Tenant traffic crosses the same network devices, but can access only their assigned services. VLAN segregation enables you to create logical Interceptor appliances for the logical network for each tenant. Traffic segregation requirements are not affected. A given logical Interceptor appliance can have traffic redirection rules assigned to best fit the requirements of the tenant. Traffic segregation is maintained because the Steelhead appliance resources, either virtual or physical, are dedicated to each tenant. 

    You might have security requirements to maintain traffic segregation between logical networks. For example, you might want to separate traffic such as payment card information, personal identification information, and healthcare information. Similar to the multitenancy use case, you also want to dedicate optimization resources to each logical network. VLAN segregation enables Steelhead appliances that handle sensitive data to be dedicated to handling the data, and enables traffic redirection policies tuned to the specific requirements for each logical network.

    Overlapping IP addresses between logical networks is another common use case. Overlapping IP addresses can occur when two companies merge. For example:

    1.	The companies create a VRF to represent the network of each company. 

    2.	The Interceptor appliance with VLAN segregation uses 802.1q VLAN tags to identifying traffic associated with each company VRF. 

    3.	The Interceptor appliance maintains the VLAN tag and redirects the traffic to a local Steelhead appliance cluster dedicated to that VRF. 

    Because you configure one Interceptor appliance to be many logical appliances (one logical appliance per each VRF), the overlapping IP addresses are kept separated by the VRF and VLAN tag and redirected to the correct dedicated Steelhead appliances. Because the Steelhead appliances are dedicated for each cluster, the Steelhead appliances do not detect the overlap.

    Overlapping IP addresses are not supported on Interceptor appliances. 

  
    VLAN Segregation Interceptor Appliance Cluster Virtualization

    The VLAN segregation feature enables you to support a VRF with a logical Interceptor appliance by creating an instance on the Interceptor appliance and associating the instance with a single VLAN or group of VLANs. The VLANs are identified by an 802.1q VLAN tag. The Interceptor appliance uses this tag to direct traffic to the assigned instance. Essentially, an instance is a label mapping a logical Interceptor appliance to the VRF and associated VLANs. VLAN segregation considers only 802.1Q VLAN tags to identify traffic. The Interceptor appliance does not use other methods (such as GRE, Q-in-Q, MPLS, VPNs, and so on) to associate traffic with an instance. 

    An instance contains the configuration for an optimization cluster of Interceptors and Steelhead appliances, but is independent from other instances within the same Interceptor appliance. Each instance has its own VLANs, inpath and load-balancing rules, and dedicated Steelhead appliances. An instance can be provisioned dynamically and can redirect traffic for more than one VLAN.

    Figure 5‑1. Logical Networks Using Interceptors and Steelhead Appliances[image: ]

    Figure 5‑1 shows a data center supporting services for three VRFs. Each customer communicates over a WAN to an edge router using a VRF to maintain segregation. Traffic to servers on the back end is marked with an 802.1q VLAN tag, and the switch (Layer-2 or Layer-3) sends to only the servers assigned to the VRF. When the Interceptor and Steelhead appliances are added to the network, the Interceptor appliance is configured with three instances. A subset of Steelhead appliances is dedicated to each instance and not shared between instances. 

    Physically, the optimization cluster appears to be one Interceptor appliance and nine Steelhead appliances, but logically there are three Interceptor appliances, each communicating with three Steelhead appliances, respectively. As traffic for any VRF enters the Interceptor appliance, the mapping of VLAN tag to instance is used to determine the logical Interceptor appliance and dedicated pool of local Steelhead appliances. 

    Pass-through and redirected traffic flowing across the Interceptor appliance retains its VLAN tag. The Steelhead appliance communicates with its remote peer, logical Interceptor appliance, and local servers. In Figure 5‑1, Steelhead appliances are dedicated for each customer, local at the data center and at the remote site. 

    If a remote-site Steelhead appliance is supporting VLAN transparency and multiple VRFs, you might need additional configuration on the Steelhead appliances: for example, full transparency and out-of-band transparency. 

    Figure 5‑2 shows another representation of a physical optimization cluster and logical optimization cluster. The physical topology shows a quad Interceptor appliance deployment with 12 Steelhead appliances. When you use VLAN segregation, the logical topology shows that the physical Interceptor appliances are represented as an instance, assigned a group of VLANs, and the Steelhead appliances are dedicated to each instance. 

    Figure 5‑2. Example Two: Logical Networks Using Interceptors and Steelhead Appliances[image: ]

  
    Feature Compatibility and Limitations

    VLAN segregation is compatible with many of the features from previous versions of the Interceptor appliance. Compatible features include XBridge, correct addressing, full transparency, asymmetric routing, connection forwarding, EtherChannels, clusters, and load balancing with fair peering version 2 and round robin. However, VLAN segregation is not supported when you deploy the Interceptor appliance virtually in-path with WCCP or PBR. 

    VLAN segregation does not support the legacy load-balancing algorithm fair peering v1 nor support communicating with cluster Steelhead appliances over a specific interface. The default setting for VLAN segregation is communicating with cluster Steelhead appliances using multiple interfaces and fair peering v2. 

    To maximize the benefits of VLAN segregation, consider the following recommendations and limitations:

    • Riverbed recommends a maximum of 30 instances per Interceptor appliance.

    • Interceptor v4.0 and later supports a maximum of 200 VLAN interfaces (in-path interfaces x number of VLANs assigned to all instances).

    Example: You have 20 instances with five VLANs assigned to each instance. If you deploy an Interceptor appliance with one in-path interface, the total (number of in-path interfaces x VLANs) = 1 x 100 = 100. This deployment could support up to two inpath interfaces.

    • Riverbed recommends that you use Steelhead appliances running RiOS v8.0.1 and later. Steelhead appliances running RiOS v6.5.6 to v8.0.1 might not be able to properly communicate with an Interceptor appliance that has more than four physical in-path interfaces.

    • Two instances cannot share the same set of VLANs or Steelhead appliances.

    • Use unique IP addresses for all in-path interfaces in the physical optimization cluster across all instances, Interceptor appliances, and Steelhead appliances:

    Interceptor appliance in-path interfaces must have unique IP addresses across instances.

    Steelhead appliance in-path interfaces must have unique IP addresses within the instance and across Steelhead appliances in other instances.

    • Riverbed recommends that you use a maximum of 200 local Steelhead appliances across all instances. 

    • Riverbed recommends that you do not have more than five VLAN tags per instance.

  
    Deploying VLAN Segregation

    This section contains the following examples:

    • “Single Interceptor Appliance in VLAN Segregation” on page 72

    • “Interceptor Appliance Cluster in VLAN Segregation Mode” on page 75

    By default, the Interceptor v4.0 or later starts in standard mode, in which VLAN segregation is disabled. You enable VLAN segregation with the CLI command vlan-seg enable, or from the Configure > Networking > VLAN Segregation page in the Interceptor Management Console. 

    After segregation is enabled, you must save your configuration and reboot the Interceptor appliance. Because enabling VLAN segregation is disruptive, Riverbed recommends that you enable VLAN segregation during a maintenance window or prior to deployment on a production network.

    VLAN segregation mode involves configuration that is global to all instances and there is configuration that is instance specific. Global configuration items are not affected by the conversion to VLAN segregation mode and apply to both modes. 

    The initial VLAN segregation configuration passes through all traffic on the Interceptor appliance. Traffic is passed through even if there are existing IP addresses on an in-path interface, in-path rules, Interceptor appliances or Steelhead appliances in a cluster, and load-balancing rules. When you move to VLAN segregation mode, you must configure each instance. All instance-specific configurations (in-path rules, load-balancing rules, cluster configuration, and so on) from standard mode are not applicable in VLAN segregation mode. Global configurations are applicable in both modes. 

    To apply rules from standard mode to an instance in VLAN segregation mode, Riverbed recommends that you make a copy of in-path and load-balancing rules so you can reapply these rules to the new instance. 

    Note: If you move back and forth between standard and VLAN segregation modes, the instance configurations remain in the VLAN segregation mode even though they are not visible in standard mode. However, Riverbed recommends that you apply the saved configurations to clean instances each time you move back into VLAN segregation mode. 

    The following are global configurations:

    • XBridge

    • Port labels

    • In-path interface fail-to-bypass or fail-to-block

    • Hardware-assist pass-through rules

    • Connection tracing

    • Maximum Transmission Unit (MTU) sizing

    The following configurations are instance-specific configurations:

    • VLANs assigned and the subinterfaces created within the instance for each assigned VLAN

    • Cluster Interceptors and Steelhead appliances

    • In-path and load-balancing rules

    • Enabling, disabling, and restarting an instance

    When changing instance-specific MTU, the corresponding in-path interface global MTU automatically changes to be the highest MTU of any instance VLAN interface.

    Note: If you configure the Interceptor appliance using the CLI, you configure VLAN interface IP addresses and gateways in global mode.

    To enable traffic redirection, you must create and define an instance, and assign VLANs to that instance. This process creates a series of subinterfaces representing each VLAN in the instance on every physical in-path interface. For example, enabling an instance named Riverbed and assigning VLANs 100 and 200 creates a subinterface for all available inpath on the Interceptor appliance such as inpath0_0.100/inpath0_1.100/inpath1_0.100/inpath1_1.100 and inpath0_0.200 /inapth0_1.200 /inpath1_0.200/inpath1_1.200. This is the same for any other in-path interface on the Interceptor appliance. 

    The following steps describe the VLAN segregation configuration workflow:

    1.	Enable VLAN segregation.

    2.	Save configuration.

    3.	Reboot Interceptor appliance.

    4.	Per-instance:

    Create and edit instances.

    Assign VLANs for each instance.

    Configure the in-path interfaces for each VLAN, IP address, subnet mask, and gateway.

    Define the Interceptor appliance cluster (this can be single Interceptor appliance or serial, parallel or quad cluster).

    Define the Steelhead appliance cluster.

    Adjust in-path and load-balancing rules (optional).

    Enable the instance.

    Single Interceptor Appliance in VLAN Segregation

    The following example shows how to deploy a single Interceptor appliance at a data center that supports three different logical networks. Each VRF is identified with two 802.1q VLAN tags that are already configured on the WAN edge router and LAN core router. 

    Figure 5‑3. Example Single Interceptor Appliance in VLAN Segregation[image: ]

    Note: The 802.1q standard defines a native VLAN that is untagged. An untagged VLAN is assigned to an instance as a tagged VLAN.

    To configure the Interceptor appliance as shown in Figure 5‑3

    1.	Connect to Interceptor appliance 1 CLI.

    2.	Configure VLAN segregation mode:

    vlan-seg enable

    write memory

    reload

    3.	Create instances and assign VLANs:

    instance-config create customerA

    instance-config create customerB

    instance-config create customerC

    instance customerA

     vlan 10 add

     vlan 11 add

     exit

    instance customerB

     vlan 20 add

     vlan 21 add

     exit

    instance customerC

     vlan 30 add

     vlan 31 add

     exit

    4.	Configure the IP addresses, default gateway, and routes for in-path subinterfaces: 

    Note: In the Interceptor Management Console, you configure the IP address assignment in instance configuration mode. The CLI commands are entered outside of instance configuration mode.

    interface inpath0_0.10 ip address 172.16.10.112 /24

    interface inpath0_0.11 ip address 172.16.11.112 /24

    ip in-path-gateway inpath0_0.10 "172.16.10.1"

    ip in-path-gateway inpath0_0.11 "172.16.11.1"

    ip in-path route inpath0_0.10 172.16.110.0 /24 172.16.10.253

    ip in-path route inpath0_0.11 172.16.110.0 /24 172.16.11.253

     

    interface inpath0_0.20 ip address 172.16.20.112 /24

    interface inpath0_0.21 ip address 172.16.21.112 /24

    ip in-path-gateway inpath0_0.20 "172.16.20.1"

    ip in-path-gateway inpath0_0.21 "172.16.21.1"

    ip in-path route inpath0_0.20 172.16.120.0 /24 172.16.20.253

    ip in-path route inpath0_0.21 172.16.120.0 /24 172.16.21.253

     

    interface inpath0_0.30 ip address 172.16.30.112 /24

    interface inpath0_0.31 ip address 172.16.31.112 /24

    ip in-path-gateway inpath0_0.30 "172.16.30.1"

    ip in-path-gateway inpath0_0.31 "172.16.31.1"

    ip in-path route inpath0_0.30 172.16.130.0 /24 172.16.30.253

    ip in-path route inpath0_0.31 172.16.130.0 /24 172.16.31.253

    5.	Assign Steelhead appliances to each instance optimization cluster:

    instance customerA

     steelhead name steelhead1 main-ip 172.16.110.100

     steelhead name steelhead2 main-ip 172.16.110.101

     steelhead name steelhead3 main-ip 172.16.110.102

     exit

    instance customerB

     steelhead name steelhead4 main-ip 172.16.120.100

     steelhead name steelhead5 main-ip 172.16.120.101

     steelhead name steelhead6 main-ip 172.16.120.102

     exit

    instance customerC

     steelhead name steelhead7 main-ip 172.16.130.100

     steelhead name steelhead8 main-ip 172.16.130.101

     steelhead name steelhead9 main-ip 172.16.130.102

     exit

    6.	Make sure that the physical in-path interface is enabled, and restart each instance to begin optimization:

    in-path interface inpath0_0 enable

    instance customerA

     restart

     exit

    instance customerB

     restart

     exit

    instance customerC

     restart

     exit

    Because each Steelhead appliance is dedicated to an instance, you configure it the same as if the Interceptor appliance is in standard mode. In the example in Figure 5‑3, Steelhead appliances 1-3 are dedicated to instance customerA, Steelhead appliances 4-6 are dedicated to instance customerB, and Steelhead appliances 7-9 are dedicated to instance customerC.

    To configure the Steelhead appliances

    1.	Connect to Steelhead appliance 1 and enter the following commands:

    interface inpath0_0 ip address 172.16.110.100 /24

    ip in-path-gateway inpath0_0 172.16.110.1

    in-path enable

    in-path oop enable

    steelhead communication enable

    steelhead communication multi-interface enable

    steelhead name interceptor1 main-ip 172.16.10.112

    steelhead name interceptor1 additional-ip 172.16.11.112

    2.	Connect to Steelhead appliance 2 and enter the following commands:

    interface inpath0_0 ip address 172.16.110.101 /24

    ip in-path-gateway inpath0_0 172.16.110.1

    in-path enable

    in-path oop enable

    steelhead communication enable

    steelhead communication multi-interface enable

    steelhead name interceptor1 main-ip 172.16.10.112

    steelhead name interceptor1 additional-ip 172.16.11.112

    3.	Connect to Steelhead appliance 3 and enter the following commands:

    interface inpath0_0 ip address 172.16.110.102 /24

    ip in-path-gateway inpath0_0 172.16.110.1

    in-path enable

    in-path oop enable

    steelhead communication enable

    steelhead communication multi-interface enable

    steelhead name interceptor1 main-ip 172.16.10.112

    steelhead name interceptor1 additional-ip 172.16.11.112

    4.	Connect to Steelhead appliance 4 and enter the following commands:

    interface inpath0_0 ip address 172.16.120.100 /24

    ip in-path-gateway inpath0_0 172.16.120.1

    in-path enable

    in-path oop enable

    steelhead communication enable

    steelhead communication multi-interface enable

    steelhead name interceptor1 main-ip 172.16.20.112

    steelhead name interceptor1 additional-ip 172.16.21.112

    5.	Connect to Steelhead appliance 5 and enter the following commands:

    interface inpath0_0 ip address 172.16.120.101 /24

    ip in-path-gateway inpath0_0 172.16.120.1

    in-path enable

    in-path oop enable

    steelhead communication enable

    steelhead communication multi-interface enable

    steelhead name interceptor1 main-ip 172.16.20.112

    steelhead name interceptor1 additional-ip 172.16.21.112

    6.	Connect to Steelhead appliance 6 and enter the following commands:

    interface inpath0_0 ip address 172.16.120.102 /24

    ip in-path-gateway inpath0_0 172.16.120.1

    in-path enable

    in-path oop enable

    steelhead communication enable

    steelhead communication multi-interface enable

    steelhead name interceptor1 main-ip 172.16.20.112

    steelhead name interceptor1 additional-ip 172.16.21.112

    7.	Connect to Steelhead appliance 7 and enter the following commands:

    interface inpath0_0 ip address 172.16.130.100 /24

    ip in-path-gateway inpath0_0 172.16.130.1

    in-path enable

    in-path oop enable

    steelhead communication enable

    steelhead communication multi-interface enable

    steelhead name interceptor1 main-ip 172.16.30.112

    steelhead name interceptor1 additional-ip 172.16.31.112

    8.	Connect to Steelhead appliance 8 and enter the following commands:

    interface inpath0_0 ip address 172.16.130.101 /24

    ip in-path-gateway inpath0_0 172.16.130.1

    in-path enable

    in-path oop enable

    steelhead communication enable

    steelhead communication multi-interface enable

    steelhead name interceptor1 main-ip 172.16.30.112

    steelhead name interceptor1 additional-ip 172.16.31.112

    9.	Connect to Steelhead appliance 9 and enter the following commands:

    interface inpath0_0 ip address 172.16.130.102 /24

    ip in-path-gateway inpath0_0 172.16.130.1

    in-path enable

    in-path oop enable

    steelhead communication enable

    steelhead communication multi-interface enable

    steelhead name interceptor1 main-ip 172.16.30.112

    steelhead name interceptor1 additional-ip 172.16.31.112

    You configure traffic redirection separately for each instance. The CLI commands that follow show an example configuration of a load-balancing rule for the instance named customerA. This load-balancing rule only affects traffic redirection for the VLANs associated with instance customerA. The same rules apply to load balancing within an instance in VLAN segregation mode as it does for standard mode. The following load-balancing rule redirects all port 80 traffic to Steelhead appliance 3 only for instance customerA.

    instance customerA

    load balance rule redirect addrs 172.16.110.102 src all dest all dest-port 80

    Interceptor Appliance Cluster in VLAN Segregation Mode

    Riverbed strongly recommends that you configure each instance as the same cluster type. For example, if one instance uses a quad deployment then all instances should use a quad deployment. Configuring the same cluster types is helpful from a troubleshooting perspective and some pertinent global configurations, such as fail-to-block, affects all instances. For example, if you configure an in-path interface for fail-to-block, the physical in-path interface fails to block, affecting all instances. You cannot configure an in-path interface for fail-to-wire for one instance and fail-to-block for another.

    For more details on cluster modes, see “Interceptor Appliance Clusters” on page 27.

    Figure 5‑4 shows a parallel cluster. Building on the example in Figure 5‑3 on page 72, this example shows an additional WAN edge router and core switch. The WAN edge router and core switch are connected in a full mesh, and a parallel Interceptor appliance is deployed. No matter what cluster-type you select, follow the best practices for that cluster type. Riverbed recommends that you configure all instance types as the same type of cluster. 

    Figure 5‑4. Interceptor Appliance Parallel with Fail-To-Block Deployment[image: ]

    To configure the Interceptor appliances as shown in Figure 5‑4

    1.	Connect to Interceptor appliance 1 CLI.

    2.	Configure VLAN segregation mode: 

    vlan-seg enable

    write memory

    reload

    3.	Create instances and assign VLANs:

    instance-config create customerA

    instance-config create customerB

    instance-config create customerC

    instance customerA

     vlan 10 add

     vlan 11 add

     vlan 12 add

     vlan 13 add

     exit

    instance customerB

     vlan 20 add

     vlan 21 add

     vlan 22 add

     vlan 23 add

     exit

    instance customerC

     vlan 30 add

     vlan 31 add

     vlan 32 add

     vlan 33 add

     exit

    4.	Configure the IP addresses, default gateway, and routes for in-path subinterfaces:

    Note: In the Interceptor Management Console, you configure the IP address assignment in instance configuration mode. The CLI commands are entered outside of instance configuration mode.

    interface inpath0_0.10 ip address 172.16.10.112 /24

    interface inpath0_0.20 ip address 172.16.20.112 /24

    interface inpath0_0.30 ip address 172.16.30.112 /24

    interface inpath0_1.11 ip address 172.16.11.113/24

    interface inpath0_1.21 ip address 172.16.21.113 /24

    interface inpath0_1.31 ip address 172.16.31.113 /24

    ip in-path-gateway inpath0_0.10 "172.16.10.1"

    ip in-path-gateway inpath0_0.20 "172.16.20.1"

    ip in-path-gateway inpath0_0.30 "172.16.30.1"

    ip in-path-gateway inpath0_1.11 "172.16.1.1"

    ip in-path-gateway inpath0_1.21 "172.16.21.1"

    ip in-path-gateway inpath0_1.31 "172.16.31.1"

    ip in-path route inpath0_0.10 172.16.110.0 /24 172.16.10.253

    ip in-path route inpath0_0.10 172.16.111.0 /24 172.16.10.253

    ip in-path route inpath0_0.20 172.16.120.0 /24 172.16.20.253

    ip in-path route inpath0_0.20 172.16.121.0 /24 172.16.20.253

    ip in-path route inpath0_0.30 172.16.130.0 /24 172.16.30.253

    ip in-path route inpath0_0.30 172.16.131.0 /24 172.16.30.253

    ip in-path route inpath0_1.11 172.16.110.0 /24 172.16.11.253

    ip in-path route inpath0_1.11 172.16.111.0 /24 172.16.11.253

    ip in-path route inpath0_1.21 172.16.120.0 /24 172.16.21.253

    ip in-path route inpath0_1.21 172.16.121.0 /24 172.16.21.253

    ip in-path route inpath0_1.31 172.16.130.0 /24 172.16.31.253

    ip in-path route inpath0_1.31 172.16.131.0 /24 172.16.31.253

    5.	Configure peer Interceptor and Steelhead appliances for each instance:

    instance customerA

     interceptor communication allow-failure enable

     interceptor name interceptor2 main-ip 172.16.12.112

     interceptor name interceptor2 additional-ip 172.16.13.112

    steelhead name steelhead1 main-ip 172.16.110.100

     steelhead name steelhead1 additional-ip 172.16.111.100

     steelhead name steelhead2 main-ip 172.16.110.101

     steelhead name steelhead2 additional-ip 172.16.111.101

     steelhead name steelhead3 main-ip 172.16.110.102

     steelhead name steelhead3 additional-ip 172.16.111.102

     exit

    instance customerB

     interceptor communication allow-failure enable

    interceptor name interceptor2 main-ip 172.16.22.112

     interceptor name interceptor2 additional-ip 172.16.23.112

    steelhead name steelhead4 main-ip 172.16.120.100

     steelhead name steelhead4 additional-ip 172.16.121.100

     steelhead name steelhead5 main-ip 172.16.120.101

     steelhead name steelhead5 additional-ip 172.16.121.101

     steelhead name steelhead6 main-ip 172.16.120.102

     steelhead name steelhead6 additional-ip 172.16.121.102

     exit

    instance customerC

     interceptor communication allow-failure enable

    interceptor name interceptor2 main-ip 172.16.32.112

     interceptor name interceptor2 additional-ip 172.16.33.112

    steelhead name steelhead7 main-ip 172.16.130.100

     steelhead name steelhead7 additional-ip 172.16.131.100

     steelhead name steelhead8 main-ip 172.16.130.101

     steelhead name steelhead8 additional-ip 172.16.131.101

     steelhead name steelhead9 main-ip 172.16.130.102

     steelhead name steelhead9 additional-ip 172.16.131.102

     exit

    6.	Configure fail-to-block (you configure allow-failure under instance configuration mode done in the previous step):

    no interface inpath0_0 fail-to-bypass enable

    no interface inpath0_1 fail-to-bypass enable

    7.	Make sure the physical in-path interfaces are enabled, and restart instances to begin optimization:

    in-path interface inpath0_0 enable

    in-path interface inpath0_1 enable

    service restart

    instance customerA

     restart

    exit

    instance customerB

     restart

    exit

    instance customerC

     restart

    exit

    8.	Connect to Interceptor appliance 2 CLI.

    9.	Configure VLAN segregation mode:

    vlan-seg enable

    write memory

    reload

    10.	Create instances and assign VLANs:

    instance-config create customerA

    instance-config create customerB

    instance-config create customerC

    instance customerA

     vlan 10 add

     vlan 11 add

     vlan 12 add

     vlan 13 add

     exit

    instance customerB

     vlan 20 add

     vlan 21 add

     vlan 22 add

     vlan 23 add

     exit

    instance customerC

     vlan 30 add

     vlan 31 add

     vlan 32 add

     vlan 33 add

     exit

    11.	Assign IP addresses, default gateway, and routes for subinterfaces:

    interface inpath0_0.12 ip address 172.16.12.112 /24

    interface inpath0_0.22 ip address 172.16.22.112 /24

    interface inpath0_0.32 ip address 172.16.32.112 /24

    interface inpath0_1.13 ip address 172.16.13.112 /24

    interface inpath0_1.23 ip address 172.16.23.112 /24

    interface inpath0_1.33 ip address 172.16.33.112 /24

    ip in-path-gateway inpath0_0.12 "172.16.12.1"

    ip in-path-gateway inpath0_0.22 "172.16.22.1"

    ip in-path-gateway inpath0_0.32 "172.16.32.1"

    ip in-path-gateway inpath0_1.13 "172.16.13.1"

    ip in-path-gateway inpath0_1.23 "172.16.23.1"

    ip in-path-gateway inpath0_1.33 "172.16.33.1"

    ip in-path route inpath0_0.12 172.16.110.0 /24 172.16.12.253

    ip in-path route inpath0_0.12 172.16.111.0 /24 172.16.12.253

    ip in-path route inpath0_0.22 172.16.120.0 /24 172.16.22.253

    ip in-path route inpath0_0.22 172.16.121.0 /24 172.16.22.253

    ip in-path route inpath0_0.32 172.16.130.0 /24 172.16.32.253

    ip in-path route inpath0_0.32 172.16.131.0 /24 172.16.32.253

    ip in-path route inpath0_1.13 172.16.110.0 /24 172.16.13.253

    ip in-path route inpath0_1.13 172.16.111.0 /24 172.16.13.253

    ip in-path route inpath0_1.23 172.16.120.0 /24 172.16.23.253

    ip in-path route inpath0_1.23 172.16.121.0 /24 172.16.23.253

    ip in-path route inpath0_1.33 172.16.130.0 /24 172.16.33.253

    ip in-path route inpath0_1.33 172.16.131.0 /24 172.16.33.253

    12.	Configure peer Interceptors and Steelhead appliances for each instance:

    instance customerA

     interceptor communication allow-failure enable

    interceptor name interceptor1 main-ip 172.16.10.112

     interceptor name interceptor1 additional-ip 172.16.11.112

    steelhead name steelhead1 main-ip 172.16.110.100

     steelhead name steelhead1 additional-ip 172.16.111.100

     steelhead name steelhead2 main-ip 172.16.110.101

     steelhead name steelhead2 additional-ip 172.16.111.101

     steelhead name steelhead3 main-ip 172.16.110.102

     steelhead name steelhead3 additional-ip 172.16.111.102

     exit

    instance customerB

     interceptor communication allow-failure enable

    interceptor name interceptor1 main-ip 172.16.20.112

     interceptor name interceptor1 additional-ip 172.16.21.112

    steelhead name steelhead4 main-ip 172.16.120.100

     steelhead name steelhead4 additional-ip 172.16.121.100

     steelhead name steelhead5 main-ip 172.16.120.101

     steelhead name steelhead5 additional-ip 172.16.121.101

     steelhead name steelhead6 main-ip 172.16.120.102

     steelhead name steelhead6 additional-ip 172.16.121.102

     exit

    instance customerC

     interceptor communication allow-failure enable

    interceptor name interceptor1 main-ip 172.16.30.112

     interceptor name interceptor1 additional-ip 172.16.31.112

    steelhead name steelhead7 main-ip 172.16.130.100

     steelhead name steelhead7 additional-ip 172.16.131.100

     steelhead name steelhead8 main-ip 172.16.130.101

     steelhead name steelhead8 additional-ip 172.16.131.101

     steelhead name steelhead9 main-ip 172.16.130.102

     steelhead name steelhead9 additional-ip 172.16.131.102

     exit

    13.	Configure fail-to-block (you configure allow-failure under instance configuration mode done in the previous step):

    no interface inpath0_0 fail-to-bypass enable

    no interface inpath0_1 fail-to-bypass enable

    14.	Make sure the physical interface is enabled and restart instances to begin optimization:

    in-path interface inpath0_0 enable

    in-path interface inpath0_1 enable

    service restart

    instance customerA

     restart

     exit

    instance customerB

     restart

     exit

    instance customerC

     restart

     exit

    Because each Steelhead appliance is dedicated to an instance, you configure it the same as when the Interceptor appliance is in standard mode. Steelhead appliances 1-3 are dedicated to instance customerA, Steelhead appliances 4-6 are dedicated to instance customerB, and Steelhead appliances 7-9 are dedicated to instance customerC.

    To configure the Steelhead appliances

    1.	Connect to Steelhead appliance 1 and enter the following commands:

    interface inpath0_0 ip address 172.16.110.100 /24

    interface inpath0_1 ip address 172.16.111.100 /24

    ip in-path-gateway inpath0_0 172.16.110.1

    ip in-path-gateway inpath0_1 172.16.111.1

    in-path enable

    in-path oop enable

    steelhead communication enable

    steelhead communication multi-interface enable

    steelhead name interceptor1 main-ip 172.16.10.112

    steelhead name interceptor1 additional-ip 172.16.11.112

    steelhead name interceptor2 main-ip 172.16.12.112

    steelhead name interceptor1 additional-ip 172.16.13.112

    2.	Connect to Steelhead appliance 2 and enter the following commands:

    interface inpath0_0 ip address 172.16.110.101 /24

    interface inpath0_1 ip address 172.16.111.101 /24

    ip in-path-gateway inpath0_0 172.16.110.1

    ip in-path-gateway inpath0_1 172.16.111.1

    in-path enable

    in-path oop enable

    steelhead communication enable

    steelhead communication multi-interface enable

    steelhead name interceptor1 main-ip 172.16.10.112

    steelhead name interceptor1 additional-ip 172.16.11.112

    steelhead name interceptor2 main-ip 172.16.12.112

    steelhead name interceptor2 additional-ip 172.16.13.112

    3.	Connect to Steelhead appliance 3 and enter the following commands:

    interface inpath0_0 ip address 172.16.110.102 /24

    interface inpath0_1 ip address 172.16.111.102 /24

    ip in-path-gateway inpath0_0 172.16.110.1

    ip in-path-gateway inpath0_1 172.16.111.1

    in-path enable

    in-path oop enable

    steelhead communication enable

    steelhead communication multi-interface enable

    steelhead name interceptor1 main-ip 172.16.10.112

    steelhead name interceptor1 additional-ip 172.16.11.112

    steelhead name interceptor2 main-ip 172.16.12.112

    steelhead name interceptor2 additional-ip 172.16.13.112

    4.	Connect to Steelhead appliance 4 and enter the following commands:

    interface inpath0_0 ip address 172.16.120.100 /24

    interface inpath0_1 ip address 172.16.121.100 /24

    ip in-path-gateway inpath0_0 172.16.120.1

    ip in-path-gateway inpath0_1 172.16.121.1

    in-path enable

    in-path oop enable

    steelhead communication enable

    steelhead communication multi-interface enable

    steelhead name interceptor1 main-ip 172.16.20.112

    steelhead name interceptor1 additional-ip 172.16.21.112

    steelhead name interceptor2 main-ip 172.16.22.112

    steelhead name interceptor2 additional-ip 172.16.23.112

    5.	Connect to Steelhead appliance 5 and enter the following commands:

    interface inpath0_0 ip address 172.16.120.101 /24

    interface inpath0_1 ip address 172.16.121.101 /24

    ip in-path-gateway inpath0_0 172.16.120.1

    ip in-path-gateway inpath0_1 172.16.121.1

    in-path enable

    in-path oop enable

    steelhead communication enable

    steelhead communication multi-interface enable

    steelhead name interceptor1 main-ip 172.16.20.112

    steelhead name interceptor1 additional-ip 172.16.21.112

    steelhead name interceptor2 main-ip 172.16.22.112

    steelhead name interceptor2 additional-ip 172.16.23.112

    6.	Connect to Steelhead appliance 6 and enter the following commands:

    interface inpath0_0 ip address 172.16.120.102 /24

    interface inpath0_1 ip address 172.16.121.102 /24

    ip in-path-gateway inpath0_0 172.16.120.1

    ip in-path-gateway inpath0_1 172.16.121.1

    in-path enable

    in-path oop enable

    steelhead communication enable

    steelhead communication multi-interface enable

    steelhead name interceptor1 main-ip 172.16.20.112

    steelhead name interceptor1 additional-ip 172.16.21.112

    steelhead name interceptor2 main-ip 172.16.22.112

    steelhead name interceptor2 additional-ip 172.16.23.112

    7.	Connect to Steelhead appliance 7 and enter the following commands:

    interface inpath0_0 ip address 172.16.130.100 /24

    interface inpath0_1 ip address 172.16.131.100 /24

    ip in-path-gateway inpath0_0 172.16.130.1

    ip in-path-gateway inpath0_1 172.16.131.1

    in-path enable

    in-path oop enable

    steelhead communication enable

    steelhead communication multi-interface enable

    steelhead name interceptor1 main-ip 172.16.30.112

    steelhead name interceptor1 additional-ip 172.16.31.112

    steelhead name interceptor2 main-ip 172.16.32.112

    steelhead name interceptor2 additional-ip 172.16.33.112

    8.	Connect to Steelhead appliance 8 and enter the following commands:

    interface inpath0_0 ip address 172.16.130.101 /24

    interface inpath0_1 ip address 172.16.131.101 /24

    ip in-path-gateway inpath0_0 172.16.130.1

    ip in-path-gateway inpath0_1 172.16.131.1

    in-path enable

    in-path oop enable

    steelhead communication enable

    steelhead communication multi-interface enable

    steelhead name interceptor1 main-ip 172.16.30.112

    steelhead name interceptor1 additional-ip 172.16.31.112

    steelhead name interceptor2 main-ip 172.16.32.112

    steelhead name interceptor2 additional-ip 172.16.33.112

    9.	Connect to Steelhead appliance 9 and enter the following commands:

    interface inpath0_0 ip address 172.16.130.102 /24

    interface inpath0_1 ip address 172.16.131.102 /24

    ip in-path-gateway inpath0_0 172.16.130.1

    ip in-path-gateway inpath0_1 172.16.131.1

    in-path enable

    in-path oop enable

    steelhead communication enable

    steelhead communication multi-interface enable

    steelhead name interceptor1 main-ip 172.16.30.112

    steelhead name interceptor1 additional-ip 172.16.31.112

    steelhead name interceptor2 main-ip 172.16.32.112

    steelhead name interceptor2 additional-ip 172.16.33.112

     

     

     

     

  
    Authentication and Security

    This chapter describes information you need to secure and authenticate your Interceptor appliance. This chapter includes the following sections:

    • “Overview of Security” on page 83

    • “Vulnerability Management” on page 85

    • “Overview of Authentication” on page 86

    • “Authentication Features” on page 86

    • “Configuring a RADIUS Server” on page 87

    • “Configuring a TACACS+ Server” on page 90

    • “Securing Interceptor Appliances” on page 91

    • “Configuring SNMP v3 Authentication and Privacy” on page 100

  
    Overview of Security

    The Interceptor appliance is a fundamental element in the Riverbed optimization architecture and could potentially receive attacks that compromise your network. 

    If you abstractly view the Interceptor appliance components in a layered model, you can approach the security needs in a systematic way. You can use Figure 6‑1, based on the Certified Information Systems Security Professional (CISSP) certification classification, as a high-level architecture reference.

    Figure 6‑1. High-Level Architecture Model[image: ]

    With this high-level architecture in mind, consider security implementation in the following areas:

    • Management access:

    Authentication (local, RADIUS, TACACS+)

    Authorization

    Secure remote management (SSH, HTTPS, SNMPv3) communication

    Logging, alarms, and NTP authentication

    • Management ACL (Interceptor v4.0 and later)

    • Image and configuration lifecycle: 

    Riverbed vulnerability announcements

    Management and backup configuration

    Auditing and penetration tools

    • Physical control:

    Physical access to the appliance

    Passwords

    As a best practice, Riverbed recommends that you deploy the Interceptor appliance in a private network. If you must have public access to the management interfaces, make sure you secure access with a VPN or other methods used by your organization. More than likely, an Interceptor appliance would not be the first objective of an attack. Servers and end-user computers are the most likely targets; however you should understanding that a potential threat remains.

    For best practices to secure your appliance, see “Securing Interceptor Appliances” on page 91.

    The most common types of attacks are to:

    • compromise the OS of the appliance (buffer overflow, known security vulnerabilities, password exploitation).

    • eavesdrop on data through sniffing and traffic replay.

    • attack the optimized, connection-setup process.

    If the attack renders the Interceptor appliance out of service, until you can restore service, traffic is not load balanced among Steelhead appliances. To continue the optimization service before you restore the Interceptor appliance, you must either reconfigure fixed-target rules and server-side out-of-path connections on the Steelhead appliances or rely on another network load-balancing mechanism such as PBR or WCCP. 

    Riverbed recommends that you document what ports the devices are listening to and how the traffic moves through the network. Remember that the Interceptor appliance redirects the traffic to the Steelhead appliance, which perform the optimization process. The Interceptor appliance looks at the traffic and forwards it to the Steelhead appliances on the data plane using NAT or GRE encapsulation. The Interceptor appliance uses ports 7850 (connection forwarding) and 7860 (Interceptor appliance cluster protocol) with messages sourced from the devices (control plane). From a network management point of view, an Interceptor appliance with a default configuration is listening to 22 (SSH), 80 (HTTP), and 443 (HTTPS).

    The following table summarizes the ports used by the Interceptor appliance and the Steelhead appliance data communication related to the optimization process.
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    Vulnerability Management

    Riverbed proactively and periodically manages the security of our products with different strategies, including penetration testing using the most common tools in the industry. 

    The Riverbed Knowledge Base contains many articles on security. You can also use the Security Finder (Figure 6‑2) to look up known security issues documented by Riverbed.

    Figure 6‑2. Security Finder on the Riverbed Knowledge Base Site[image: ]

    Riverbed works to achieve different security certifications and validations for the different products. 

    The Interceptor appliance works with Steelhead appliance to achieve a FIPS 140-2 level, Common Criteria EAL 4+, and requirements 2, 3, 4, 9 for the PCI card. The Interceptor appliance meets FIPS Level 1 with Interceptor v4.5.

  
    Overview of Authentication

    You can log into an Interceptor appliance with a RADIUS or TACACS+ authentication system for administrative and monitoring purposes. The following methods for user authentication are provided with the Interceptor appliance: 

    • Local 

    • RADIUS

    • TACACS+

    For details on per-command authorization and per-command accounting, see the Riverbed Command-Line Interface Reference Manual.

    The order in which authentication is attempted is based on the order specified in the AAA method list. The authentication list provides backup authentication methods in case one method fails to authenticate the server. If the first server is unavailable, the next server in the list is contacted depending on the RADIUS/TACACS+ settings. 

    If there are multiple servers within a method (assuming the method is contacting authentication servers) and a server time-out is encountered, the next server in the list is tried. If the current server being contacted issues an authentication reject, another server is contacted according to the RADIUS/TACACS+ setting. If none of the methods validate a user, the user is not allowed access to the server.

    The Interceptor appliance does not have the ability to set a per interface authentication policy. The same default authentication method list is used for all interfaces. You cannot configure authentication methods with subsets of the RADIUS or TACACS+ servers specified (that is, there are no server groups). 

  
    Authentication Features

    Interceptor v3.0.x or later supports the following features (available only through the CLI):

    • Per-command Authorization - Your TACACS+ server can authorize all CLI commands with the aaa authorization per-command default command. The methods available for per-command authorization are local (default) and TACACS+.

    To use TACACS+ for per-command authorization, configure the Interceptor appliance for TACACS+ and define the users and commands authorized to run on your TACACS+ server. For details on how to configure your TACACS+ server, see the TACACS+ server documentation. 

    Per-command authorization applies to the CLI only.

    If you do not have a TACACS+ server, use local accounts on the Interceptor appliance. Administrator and monitoring accounts are available. 

    For more details on configuring TACACS+ on the Interceptor appliance see “Configuring a TACACS+ Server” on page 90. 

    • Per-command Accounting - You always enable per-command accounting locally. You must specifically enable the command for TACACS+ by defining the TACACS+ method using the aaa accounting per-command default command. TACACS+ per-command accounting is always sent to all the configured TACACS+ servers. The local method logs the command in the system logs.

    • TACACS+ Server First Hit - When the first server hit CLI command (tacacs-server first-hit) is enabled the Interceptor appliance rejects authentication after the first rejection received from a TACACS+ server rather than continuing through all the TACACS+ servers in the list. This feature applies to user authentication and per-command authorization.

    • Fallback - The fallback option decides how the successive authentication methods are tried. When you enable fallback, if authentication fails, the system continues through all authentication methods (TACACS+, RADIUS, local) in the order you configure them in the authentication method list. Fallback is enabled by default. When you enable conditional fallback (aaa authentication cond-fallback) you can configure the system to only proceed beyond TACACS+ or RADIUS if the servers are unreachable. Conditional fallback enables you to reject the login once the first method rejects the attempt, instead of proceeding to the next method in the authentication method list. 

    • Remote and Console Method Lists - There are two method lists: remote (ssh, Web UI) and console (serial, terminal, Steelhead appliance, telnet). The console method requires a local method to be present but the remote list does not. You enable the remote method using the aaa authentication login default command. You enable the console method using the aaa authentication console-login default command.

  
    Configuring a RADIUS Server

    This section describes how to configure a RADIUS server for the Interceptor appliance. This section includes the following topics:

    • “Configuring a RADIUS Server with FreeRADIUS” on page 87

    • “Configuring RADIUS Authentication in the Interceptor Appliance” on page 88

    • “Configuring RADIUS CHAP Authentication” on page 89

    Configuring a RADIUS Server with FreeRADIUS

    On a per-user basis, you can specify a different local account mapping by using a vendor specific attribute. This section describes how to configure the FreeRADIUS server to return an attribute (which specifies the local user account as an ASCII string). The file paths are the default values. If the RADIUS server installation has been customized, the paths might differ.

    Dictionary files are stored in the directory /usr/local/share/freeradius. You can define RADIUS attributes in this directory. Assuming the vendor does not have an established dictionary file in the FreeRADIUS distribution, begin the process by creating a file called dictionary.<vendor> in this directory.

    The contents of the dictionary.<vendor> file define a vendor identifier (which should be the Structure of Management Information [SMI] Network Management Private Enterprise Code of the Vendor) and any vendor-specific attributes. 

    In the following example, the Vendor Enterprise Number for Riverbed is 17163 and the Enterprise Local User Name Attribute is 1. These numbers specify that a given user is an admin or monitor user in the RADIUS server (instead of using the Steelhead appliance default for users not named admin and monitor).

    These instructions assume you are running FreeRADIUS v.1.0, which is available from http://www.freeradius.org. You can also find more details in the Steelhead Appliance Management Console User’s Guide.

    To install FreeRADIUS on a Linux computer

    1.	Download FreeRADIUS from http://www.freeradius.org.

    2.	At your system prompt, enter the following commands:

    tar xvzf freeradius-$VERSION.tar.gz 

    cd freeradius-$VERSION 

    ./configure 

    make 

    make install #as root 

    To add acceptance requests on the RADIUS server

    1.	In a text editor, open the /usr/local/etc/raddb/clients.conf file. 

    2.	To create the key for the RADIUS server, add the following text to the clients.conf file:

    client 10.0.0.0/16 {

    			secret = testradius

    shortname = main-network

    nastype = other

    }

    The secret you specify here must also be specified in the Steelhead appliance when you set up RADIUS server support.

    3.	In a text editor, create a /usr/local/share/freeradius/dictionary.rbt file for Riverbed.

    4.	Add the following text to the dictionary.rbt file. 

    VENDOR          RBT                17163

    ATTRIBUTE       Local-User        1       string          RBT

    5.	Add the following line to the /usr/local/share/freeradius/dictionary: 

    $INCLUDE dictionary.rbt

    6.	Add users to the RADIUS server by editing the /usr/local/etc/raddb/users file, for example:

    “admin”         Auth-Type := Local, User-Password == "radadmin"

                    Reply-Message = "Hello, %u"

    "monitor"       Auth-Type := Local, User-Password == "radmonitor"

                    Reply-Message = "Hello, %u"

    "raduser"       Auth-Type := Local, User-Password == "radpass"

                    Local-User = "monitor", Reply-Message = "Hello, %u"

    7.	Start the server using /usr/local/sbin/radiusd. Use the -X option if you want to debug the server. 

    Note: The raduser is the monitor user as specified by Local, User-Password.

    Configuring RADIUS Authentication in the Interceptor Appliance

    The following describes the basic steps for configuring RADIUS authentication in the Interceptor appliance. For details, see the Interceptor Appliance Installation Guide and the Interceptor Appliance User’s Guide.

    You prioritize RADIUS authentication methods for the system and set the authorization policy and default user. 

    Important: Make sure to put the authentication methods in the order in which you want authentication to occur. If authorization fails on the first method, the next method is attempted, and is continued until all the methods have been attempted.

    Perform the following basic steps to configure RADIUS support.

    To configure RADIUS support

    1.	Add the IP address of the RADIUS server and specify the key used when you added the device to the ACS server:

    (config)# radius-server host 192.168.1.200 key rvbd

    2.	Enable AAA.

    3.	Define the authentication method. 

    The following configuration attempts to use RADIUS and then local:

    (config)# aaa authentication login default radius local

    Configuring RADIUS CHAP Authentication

    In Interceptor v3.0.x or later you can configure RADIUS CHAP authentication through the CLI or the Interceptor Management Console. Riverbed does not recommend that you configure CHAP or PAP authentication for RADIUS. Choose which method to use based on the appropriate risk mitigation strategy provided by either option. For example, CHAP transmits the password in a more secure manner, but various RADIUS servers can store the password in an unencrypted format. 

    radius-server host 192.168.198.136 auth-type chap timeout 3 retransmit 1 key testradius

    Riverbed recommends that you only use CHAP as long as you can ensure that user passwords are protected on your RADIUS server. Note that FreeRADIUS recommends that you do not use CHAP.

    To configure CHAP authentication in the Interceptor Management Console, configure the RADIUS server (Configure > Security > RADIUS).

    Figure 6‑3. RADIUS CHAP Authentication[image: ]

    After you add the server, include RADIUS in the order of authentication methods. A best practice to ensure that you can still perform authentication in the absence of the RADIUS server is to:

    • Use the RADIUS server first for authentication, but 

    • Fall back to the Interceptor appliance username and password database if the RADIUS server is unavailable

    Figure 6‑4. RADIUS Authentication[image: ]

  
    Configuring a TACACS+ Server

    This section describes how to configure a TACACS+ server for the Interceptor appliance. This section includes the following topics:

    • “Configuring TACACS+ with Cisco Secure Access Control Servers” on page 91

    • “Configuring TACACS+ Authentication in the Interceptor Appliance” on page 91

    Configuring TACACS+ with Cisco Secure Access Control Servers

    The section requires that you are running a Cisco Secure Access Control Server (ACS) and you want to configure it for TACACS+.

    The TACACS+ Local User Service is rbt-exec. The Local User Name Attribute is local-user-name. This attribute controls whether a user who is not named admin or monitor is an administrator or monitor user (instead of using the Steelhead appliance default value). For the Steelhead appliance, the users listed in the TACACS+ server must have PAP authentication enabled.

    Use the following procedures to configure TACACS+ with Cisco Secure ACS.

    • To configure TACACS+ with Cisco ACS 4.x, see http://supportkb.riverbed.com/support/index?page=content&id=S14831.

    • To configure TACACS+ with Cisco ACS 5.x, see http://supportkb.riverbed.com/support/index?page=content&id=S:S16158.

    Configuring TACACS+ Authentication in the Interceptor Appliance

    The section describes the basic steps for configuring TACACS+ authentication in the Interceptor appliance. You prioritize TACACS+ authentication methods for the system and set the authorization policy and default user. 

    For more information and detailed procedures, see the Interceptor Appliance User’s Guide.

    Important: Make sure to put the authentication methods in the order in which you want authentication to occur. If authorization fails on the first method, the next method is attempted, and is continued until all the methods have been attempted.

    Perform the following basic steps to configure TACACS+ support.

    To configure TACACS+ support

    1.	Add the IP address of the ACS server and specify the key used when you added the device to the ACS server.

    (config)# tacacs-server host 192.168.1.200 key rvbd

    2.	Enable AAA.

    3.	Define the authentication method. 

    The following configuration attempts to use TACACS+ and then local:

    (config)# aaa authentication login default tacacs+ local

  
    Securing Interceptor Appliances

    This section describes security features you can use to harden your network, including ways to secure the Interceptor appliances and some common sense security policies. This section includes the following topics:

    • “Overview of Securing Interceptor Appliances” on page 92

    • “Best Practices for Securing Access to Interceptor Appliances” on page 92

    • “Best Practices for Enabling Interceptor Appliance Security Features” on page 97

    • “Best Practices for Security Monitoring” on page 99

    • “Configuring SSL Certificates for Web User Interface” on page 100

    Overview of Securing Interceptor Appliances

    In the past, organizations have focused attention on securing their networks by providing security for and preventing attacks against hosts. Unfortunately, there are also many security risks associated with networking devices. Attacks against such devices can be used to gather valuable information. For example, an attacker could use tools to fill up the MAC address tables of Ethernet switches, causing the switches to flood packets. These packets might contain passwords that can easily be captured.

    The Interceptor appliance with the Steelhead appliance have been certified and subsequently deployed for internal use by several highly security-conscious organizations, including military, government, and financial organizations. However, these appliances are complex network-facing systems and must be treated accordingly.

    Important: Because security requirements vary by organization, consider these recommendations with your particular security goals in mind. Before implementing any security measure described in this section, you must have a thorough understanding of its impact. For example, you do not want to disable access to an Interceptor appliance by mistake and not be able to undo the change because you inadvertently blocked your own access. 

If you have a specific security concern, Riverbed recommends that you consult with Riverbed Professional Services. 

    Best Practices for Securing Access to Interceptor Appliances

    This section describes best practices for securing access to your Interceptor appliances. These practices are not requirements, but Riverbed recommends that you consider these suggestions as implementing them can enforce a secure deployment:

    • Restrict physical access - You must restrict physical access to any network device. An unauthorized user can easily gain access to an Interceptor appliance if that person has physical access. Every device has the ability to recover lost passwords. By acquiring physical access to a device, an attacker can gain control by using the lost password recovery procedures. Even without breaking into the Interceptor appliance software, it is possible to gain access to the contents of disks by gaining access to the Interceptor appliance itself. You should treat the Interceptor appliance as comparable in value to the servers or clients that hold sensitive data. For example, if servers are in locked rooms with armed guards, Riverbed recommends the Interceptor appliances also be in locked rooms. The main function of the Interceptor appliance is to load balance traffic, but it does not store traffic packets unless you perform a TCP dump operation. The risk of accessing stored content is lower than that of a Steelhead appliance.

    Someone with physical access can also remove the Interceptor appliance without authorization, allowing an attacker to gain access to confidential data. 

    Physical access increases susceptibility of the networking device to denial-of-service attacks. A disgruntled employee could conceivably power the Interceptor appliance down, disarrange the cabling, swap hard drives, or even steal the Interceptor appliance.

    • Use an appropriate login message - The login message appears on the Management Console Home page. You must display a login message that reinforces your organization access and security policies. Have your organization legal council approve an appropriate login message. 

    Typical login messages include, but are not limited to:

    statements pertaining to authorized access only

    consequences of unauthorized access

    elimination of right to privacy

    acknowledgment that the user might be monitored

    The default login message is “Welcome to the Management Console for Interceptor_name!” You can change this by navigating to the Configure > System Settings > Announcements page in the Management Console and specifying another message. You can also use the CLI, as shown in the following example. 

    Syntax:

    [no] banner login <message string>

    Example:

    banner login - "This computer system is the property of Company XYZ Inc. Disconnect NOW if you have not been expressly authorized to use this system. Unauthorized use is a criminal offence under the Computer Misuse Act 1990.

    Communications on or through Company XYZ Inc. computer systems may be monitored or recorded to secure effective system operation and for other lawful purposes.”

    • Allow management only from the primary interface - Limiting SSH and HTTPS access to the Primary interface allows administrators to restrict who can access the Interceptor appliances by the use of filters or Configure > Security > Access Control Lists. These filters are typically based on the source IP addresses of hosts and are applied on network devices like routers, Layer-3 switches, or firewalls. Limiting remote management access to Interceptor appliances helps prevent unauthorized user access.

    Syntax:

    [no] web httpd listen enable

    [no] web httpd listen interface <interface>

    [no] ssh server listen enable

    [no] ssh server listen interface <interface>

    [no] access inbound rule add [allow | deny] protocol <protocol number> service <service> dstport <port> srcaddr <ip-addr> interface <interface> description <description> rulenum <rulenum> | [log {on | off}] | [override]

    Example:

    web httpd listen enable

    web httpd listen interface primary

    ssh server listen enable

    ssh server listen interface primary

    access inbound rule add allows service https interface primary srcaddr10.0.0.0/24 rulenum 2

    • Use SSH version 2 - SSH version 2 is more secure than previous versions of SSH. The major differences between SSH1 and SSH2 fall into two main categories: technical and licensing. SSH2 uses different encryption and authentication algorithms. 

    SSH1 offers four encryption algorithms (DES, 3DES, IDEA, and Blowfish), because SSH2 dropped support for DES and IDEA but added three algorithms. SSH1 also uses the RSA authentication algorithm; however SSH2 uses the Digital Signature Algorithm (DSA). These changes were designed to increase the base level of security in SSH2 by using stronger algorithms.

    Syntax:

    [no] ssh server v2-only enable

    Example:

    ssh server v2-only enable

    • Disable unencrypted communication protocols such as Telnet and HTTP - An attacker can easily gain access to usernames and passwords by sniffing network communications. You might consider a switched Ethernet environment secure because packets are only forwarded out ports based on the destination MAC address; however, this is not necessarily the case.

    Several hacking tools are available that can generate large amounts of bogus MAC addresses. These packets flood the MAC address table of the switch in an attempt to overflow the table. A switch typically floods packets out all ports if it does not have an entry in its MAC address table. Therefore, after the MAC address table for the switch is filled, the switch floods packets out all ports.

    The attacker can now use a packet-capturing application to capture the flooded packets and can then look for remote management connections. After the attacker discovers remote management connections, the attacker can reset those TCP connections, causing the user to log in again allowing the attacker to capture the username and password.

    If only HTTPS and SSH are used, the attacker cannot obtain the usernames and passwords because they are encrypted.

    Even if you try to use an HTTPS from the client to connect to the Interceptor appliance, the attacker can perform an SSL strip attack, SSL sniff, or HTTPS bridging attack in a way that you might think you are using a secure channel; however the attacker can retrieve passwords and sniff the communication.

    Man-in-the-middle attacks are also possible using IPv6. IPv6 is activated in most operating systems, and the first option in operating systems such as Windows. Limit access to secure methods (HTTPS and SSH) and restrict the source of connections to minimize the probability of being compromised.

    Syntax:

    [no] telnet-server enable

    [no] web http enable

    Example:

    no telnet-server enable		

    no web http enable

    • Use TLS only for the Management Console - Only permit TLS between the browser and the Management Console.

    Syntax:

    web ssl protocol tlsv1

    no web ssl protocol sslv3

    web ssl protocol tlsv1.1

    web ssl protocol tlsv1.2

    • Remove the default username from the Web preference settings - The default username in the login field is admin. Do not display a default username because it gives an attacker an example of a username against which to wage a brute-force password attack. Brute-force attacks typically go through an extensive list of words (for example, a dictionary attack) in an attempt to guess the password. 

    Syntax:

    web prefs login default

    Example:

    web prefs login default ""

    • Change all default passwords and community strings - Be sure to change the default password for the administrator and monitor accounts. The monitor account is disabled by default. 

    The most common problem with SNMP is that it uses the default community string of public. Change the default to something different.

    Syntax:

    username <userid> password 0 <cleartext>

    Example:

    username admin password 0 o2fMu5TS!

    Syntax:

    snmp-server community

    snmp trap-community

    Example:

    snmp-server community o2fMu5TS!

    • Use strong passwords - Strong passwords typically include combinations of letters, numbers, special characters, and combinations of uppercase and lowercase with at least eight characters in length. Strong passwords reduce the likelihood of a successful brute-force attack because they are not found in dictionaries and exponentially increase the complexity of the passwords.

    An example of a strong password is o2fMu5TS!

    • Use AAA authentication - One of the challenges with using local usernames and passwords is that when an employee leaves an organization, an administrator must touch every device that has a username and password configured for that former employee. 

    By leveraging TACACS+, you gain the advantage of having a single location for configuring usernames and passwords. When a person leaves your organization, you can simply disable that single account thereby preventing the user from access to all of the network devices configured to use TACACS+. Another benefit of TACACS+ is the ability to lock out an account after several unsuccessful login attempts.

    TACACS+ also provides greater reporting capabilities regarding who is accessing which devices at what time. With a global username and password, you have no idea which administrator actually logged in at a specific time. These reports can be invaluable for tracking network changes and identifying who is making changes. Therefore, it is a critical tool for change management controls.

    Refer to Riverbed Command-Line Interface Reference Manual and the Interceptor Appliance User’s Guide for more detailed information about how to configure AAA.

    • Configure the CLI session time-out - By default, the Interceptor appliance closes the SSH session to the command line after 15 minutes. You can change this interval using the following command:

    Syntax:

    cli default auto-logout *

    Example:

    cli default auto-logout 10

    This command only affects new SSH sessions. If you want to modify the time-out session only for the current session (and not affect the default settings), use the following command:

    Syntax:

    cli session auto-logout *

    You can disable the auto-logout feature with the following command:

    no cli default auto-logout

    This command changes both the current and the default settings.

    You can display the current auto-logout settings with the following command:

    show cli

    • Set an inactivity timer for console, SSH, and HTTPS sessions - Be sure to set a proper inactivity time-out value for management sessions. Do not set a console inactivity time-out value to 0. This setting could allow an attacker to take over a previous management session if the previous administrator did not manually log off.

    Syntax:

    [no] web auto-logout <minutes>

    [no] cli default auto-logout <minutes>

    Example:

    web auto-logout 10

    cli default auto-logout 10

    • Ensure SNMP is listening on the management interface only - To prevent unauthorized SNMP access, Riverbed recommends enabling SNMP access on the Primary interface only. This allows administrators to control who can access Interceptor appliances through SNMP by way of using filters applied to routers, Layer-3 switches, or firewalls.

    Syntax:

    [no] snmp-server listen enable

    [no] snmp-server listen interface <interface>

    Example:

    snmp-server listen enable

    snmp-server listen interface Primary

    • Enable link state alarms - Enable the link state alarms, which are disabled by default. This can alert you to any attempt to modify the cabling on the Interceptor appliances by inserting a tap for illegal sniffing functions.

    Syntax:

    [no] stats alarm [<type> <options>]

    Example:

    stats alarm linkstate enable

    • Disable the auto-discover CMC feature - By default, all Steelhead appliances try to register with the CMC using the default hostname riverbedcmc. If you do not have a CMC, disable this feature. 

    If you do have a CMC, Riverbed recommends that you use it to manually discover Interceptor appliances, thereby reducing the possibility that an attacker could compromise the DNS environment and change the IP address of the riverbedcmc 'A' record to a rogue CMC.

    Syntax:

    [no] cmc enable

    Example:

    no cmc enable

    • Use a BIOS password - Enable a password for BIOS, which prevents admin password recovery without the supervisor password. To configure a BIOS password: 

    Connect a null modem cable to an Interceptor appliance.

    	Open up a terminal on your host to the Interceptor appliance.

    	Power up the Interceptor appliance.

    	Press F4 to enter BIOS.

    	Navigate to Security tab.

    	Specify a supervisor password.

    	Make sure that the user password option is set to OFF.

    	Save your configuration and continue to boot the Interceptor appliance.

    • Use a boot loader password - When you reboot the Interceptor appliance, you can select from one of the two Interceptor images on the menu. You can perform password recovery at this point by pressing the E for edit. Pressing E alters the boot sequence to change the administrative password. Using the following commands, you can enable the boot loader to lock the password recovery process until a password is entered.

    Interceptor (config) # boot bootloader password test1234

    Interceptor (config) # write memory

    Interceptor (config) # reload

    ...

    -------------------------------------------------------------------

     0: Riverbed Interceptor Software v. 5.5.3 (64bit)

     1: Riverbed Interceptor Software v. 5.5.3 (64bit)

    -------------------------------------------------------------------

     

          Use the ^ and v keys to select which entry is highlighted.

          Press enter to boot the selected OS or 'p' to enter a

          password to unlock the next set of features.

    Press 'P'

     Password: *******

    Best Practices for Enabling Interceptor Appliance Security Features

    The following best practices enable important security features provided by Interceptor appliance. These best practices are not requirements, but Riverbed recommends that you follow these suggestions as implementing them can enforce a secure deployment:

    • Authenticate WCCP service groups - By default, WCCP peers in a WCCP group do not use authentication when registering. This setting could allow an attacker to join a WCCP group and potentially cause a denial of service attack. Also an administrator could accidentally misconfigure a router to use a WCCP group that already is in use. Authentication controls would prevent these rogue devices from peering, thereby preventing possible network outages or degradation of performance.

    Syntax:

    [no] wccp service-group <service-id> {routers <routers> | assign-scheme [either | hash | mask]

    | src-ip-mask <mask> | dst-ip-mask <mask> | src-port-mask <mask> | dst-port-mask <mask>} protocol [tcp | icmp] | encap-scheme [either | gre | l2] | dst-ip-mask <mask> flags <flags> | password <password> | ports <ports> | priority <priority> | weight <weight> | assign-scheme [either | hash | mask] | src-ip-mask <mask> | dst-ip-mask <mask> | src-portmask <mask> | dst-port-mask <mask>}

    Example:

    wccp service-group 91 routers x.x.x.x password S3cuRity!

    • Disable automatic email notification - This feature proactively sends email notification of critical issues on the Steelhead appliance (such as significant alarms and events) to Riverbed Support. Your organization might not want to send these automatic notifications.

    Syntax:

    [no] email autosupport enable

    Example:

    no email autosupport enable

    • Delete the preconfigured NTP servers - If your organization has NTP configured internally, Riverbed recommends removing the preconfigured NTP servers.

    Syntax:

    [no] ntp server <ip-addr> <cr> | [version <number>]

    Example:

    no ntp server 66.187.224.4

    • Configure Network Time Protocol (NTP) settings - Riverbed recommends that you synchronize the Interceptor appliance to an NTP server of your choice. By default, the appliance uses the Riverbed-provided NTP server. Time is a critical function for the appliances and other network devices. Networks rely on accurate time determination for managing, securing, planning, and debugging. Tampering with time sources or posing as a rogue time server can lead to critical issues such as network authentication, or less critical issues such as conflicting log message timestamps. 

    • Disable any interfaces not in use - Be sure to disable any interfaces that are not being used. Examples include the Auxiliary interface and any unused in-path interfaces.

    Syntax:

    [no] interface <interfacename> <options>

    Example:

    interface inpath0_1 shutdown

    • Limit which hosts can communicate with the Interceptor appliance - Interceptor appliances communicate with other Interceptor and Steelhead appliances. Assuming the user subnets are different than the subnets you used to configure the Interceptor and Steelhead appliances (in-path interfaces), you can restrict the source networks to the optimization node subnets. At minimum you can restrict ports 7850 and 7860 using the management ACLs to avoid an attacker from a user subnet trying to connect to an Interceptor appliance using these ports, and minimize the risk of a Denial of Service attack. shows an example configuration.

    Figure 6‑5. Example of Limited Host Communication[image: ]

    Best Practices for Security Monitoring

    After implementing security measures for your organization, Riverbed recommends enabling the following security monitoring features:

    • Enable Logging - Be sure to enable logging and log to a syslog server. At a minimum, set logging to the notice level to capture failed login attempts. You can also change the default logging facility (CLI only) (system=local0, user=local1, and per-process=local2). Use the CLI command logging facility user local# system local# perprocess local# to configure the syslog facility.

     Example—A failed login attempt:

    May 13 05:19:49 PHY-int1 webasd[6004]: [web.NOTICE]: web: Attempt to Authenticate admin

    May 13 05:19:49 PHY-int1 webasd(pam_unix)[6004]: authentication failure; logname= uid=0 euid=0 tty= ruser= rhost= user=admin

    May 13 05:19:49 PHY-int1 webasd[6004]: [web.NOTICE]: web: Failed to authenticate user admin: You must provide a valid account name and password.

    After you enable syslog and log to a server, Riverbed recommends you review the logs regularly. 

    Interceptor v4.5 also includes several SNMP traps to notify you of Interceptor appliance configuration changes, successful logins, and system dump initiation. For more information, see the Interceptor Appliance User’s Guide.

    Syntax:

    [no] logging <IP addr> [trap <log level>]

    Example:

    logging x.x.x.x trap notice

    • Email alerts - Be sure to enable email alerts internally.

    Syntax:

    [no] email mailhub <hostname or IP addr>

    [no] email notify events enable

    [no] email notify failures enable

    [no] email notify events recipient <email addr>

    [no] email notify failures recipient <email addr>

    Example:

    email mailhub x.x.x.x

    email notify events enable

    email notify failures enable

    email notify events recipient helpdesk@companyxyz.com

    email notify failures recipient helpdesk@companyxyz.com

    Refer to the Riverbed Command-Line Interface Reference Manual for more details on configuring email alerts.

    • Register with the Riverbed forums - Riverbed has several forums that enable you to receive advanced notifications for:

    general announcements and updates

    software releases

    features

    To register with Riverbed forums, go to https://splash.riverbed.com/welcome.

    • Riverbed Knowledge Base - Follow relevant knowledge base articles and use the Security Finder.

    Configuring SSL Certificates for Web User Interface

    The Interceptor appliance automatically generates and uses a self-signed certificate to provide HTTPS access to the Web UI to manage the appliance. 

    Management of SSL certificates for the Web UI pertains to the SSL certificate used by the appliance's Web UI when HTTPS is used.

    You can replace the self-signed certificate with one created by the administrator or generated by a third-party certificate authority. 

    To upload a key or certificate

    • Connect to the Interceptor CLI and enter the following command:

    web ssl cert import-cert <PEM text>

    Do not enter more than one certification and more than one key. Because neither is required, you can opt to update only the certificate.

    To generate a brand new self-signed certificate and key pair for use with HTTPS management on the Steelhead appliance

    • Connect to the Interceptor CLI and enter the following command:

    web ssl cert generate

    This command overwrites the existing certificate and key pair regardless of whether the previous one was self-signed or user added. This command generates a self-signed certificate that is authorized for one year (365 days).

  
    Configuring SNMP v3 Authentication and Privacy

    The SNMP v3 feature supports authentication and privacy encryption of SNMPv3 messages. You can use AES 128 (CFB128-AES-128) and DES (CBC-DES) to send an SNMP v3 encryption for GET action.

    All SNMPv3 passwords (authentication/privacy) are stored as hashed (MD5/SHA), and they are all master keys, even if you provide plain text password during configuration. 

    An SNMP agent runs in every Interceptor appliance that supports SNMP GET request action. Among the techniques to secure SNMP traffic, such as access control lists, you can use SNMP v3 to provide authentication and privacy. The main benefit for SNMP v3 authentication is to ensure the integrity of SNMP traffic, while privacy provides encryption protecting data from being seen by a third party. 

    Configuring an SNMP v3 GET request encryption is a two-part process:

    • Configure USM user

    The user corresponds with the authentication and privacy mechanism that a management station uses to access the Interceptor appliance. 

    • Configure ACLs

    To configure the ACLs, you need to add or edit a group, and be able to view and access policy. You cannot add an access policy with a group and a view. Security names are not supported by SNMPv3. To restrict SNMP v3 USM users from polling a specific subnet, use the ACL feature on the Configure > Security > Management ACL page. 

    Views represent the OIDs a management station is allowed to access. You can create multiple views and restrict specific OIDs. A view starts with the highest level OID that you specify, and you can view all OIDs further down in the hierarchy, unless you specifically restrict them. You can only view OIDs in the hierarchy. 

    You must associate a group with a view. After you associate a group with a view, you can define an access policy to link the user, group, and view together.

    The following procedure shows an example of a user named Cascade created with SHA authentication and AES encryption for privacy.

    To configure a USM user

    1.	From the Interceptor Management Console, choose Configure > System Settings > SNMP v3.

    2.	Select the Add a New User tab.

    Figure 6‑6. Add a New USM User[image: ]

    3.	Select Use Privacy Option.

    4.	Select AES or DES from the Privacy Protocol drop-down list.

    5.	Select any of the options in the Privacy drop-down list and complete any corresponding steps. 

    Figure 6‑6 shows Supply a Password and the corresponding password. 

    6.	Click Add.

    The following procedure shows an example of group Profiler created, and then user Cascade is associated with the group Profiler.

    To configure SNMP ACLs

    1.	From the Steelhead Management Console, choose Configure > System Settings > SNMP ACLs.

    2.	Select the Add a New Group tab.

    Figure 6‑7. Add a New Group[image: ]

    3.	Specify a group name. 

    4.	Select usm and select the user you created in “To configure a USM user” on page 101.

    5.	Click Add.

    6.	Select the Add a New View tab.

    Figure 6‑8. Add a New View[image: ]

    7.	Specify a view name.

    8.	Specify the OIDs to include and exclude from the view.

    9.	Click Add.

    10.	Select the Add a New Policy tab.

    Figure 6‑9. Add a New Policy[image: ]

    11.	Select the group name you created from the Group Name drop-down list. 

    12.	Select AuthPriv from the Security Level drop-down list. 

    13.	Select the view you created from the Read View drop-down list.

    14.	Click Add.

    You can verify your configuration in Wireshark. Make sure the SNMP PDUs are encrypted.

    Figure 6‑10. Wireshark Verification[image: ]

    To decrypt the SNMP packets for further troubleshooting

    1.	From the Wireshark menu, choose Edit > Preferences > Protocols > SNMP. 

    2.	Select the Edit for the SNMP Users window.

    Figure 6‑11. SNMP Users Window[image: ]

    3.	Complete the information in the SNMP Users window.

    The engine ID is available on the Interceptor appliance through the show snmp CLI command or near the end of the running-configuration. The username, authentication model, password, privacy protocol and privacy password are the same settings you configured for the SNMPv3 user on the Steelhead appliance. 

    4.	Click OK.

    Wireshark decrypts the SNMP encrypted packets and you can analyze further for troubleshooting.

     

  
    Best Practices for Interceptor Appliance Deployments 

    This chapter includes best practice information for Interceptor appliance deployments. Riverbed recommends that you use the following guidelines in Interceptor appliance deployments to achieve designs that require the least amount of initial and ongoing configuration and maintenance. This chapter includes the following sections:

    • “General Best Practices” on page 105

    • “Best Practices for VLAN Segregation” on page 107

    • “Installation and Verification Best Practices” on page 107

  
    General Best Practices

    • Use one of the three standard cluster types - The series, parallel with fail-to-block, and quad deployment designs represent the majority of Interceptor deployments. 

    For details, see “Standard Cluster Types” on page 41 and “Choosing a Cluster Type” on page 52.

    • Place Steelhead appliances on the LAN side of the Interceptor appliance - Connect Steelhead appliances to the network infrastructure on the LAN side of the Interceptor appliance. This typically minimizes the amount of traffic that traverses the Interceptor appliance. 

    For details, see “LAN-Side Versus WAN-Side Steelhead Appliance Placement” on page 28.

    • Avoid designs with security or monitoring devices between Interceptor appliances and cluster Steelhead appliances - Security or monitoring devices do not interoperate with the redirection protocol used between the Interceptor and Steelhead appliance. Place these devices on the LAN or WAN side of the entire cluster for security or monitoring functions. 

    For details, see “Firewall and Monitoring Interaction” on page 32.

    • Do not redirect transit traffic - Ideally, Steelhead appliances optimize connections that are initiated or terminated at the location of the Steelhead appliance. Place the Interceptor appliances where the amount of LAN-to-LAN or WAN-to-WAN traffic passing through it is minimal. If necessary, use the Interceptor appliance controls, such as the load-balance rules, to ensure that traffic moving through the deployment site is not redirected to Steelhead appliance clusters. 

    • Enable multi-interface on each cluster member - Even in Interceptor appliance deployments where you use a single in-path interface on the Interceptor appliance or Steelhead appliance, enable multi-interface support on all the Interceptor appliances and clustered Steelhead appliances. 

    • Use the debug validate deployment CLI command and other configuration verification procedures - You must carefully plan and implement Interceptor appliance deployments. Use the debug validate deployment command to ensure that the configured failover and neighbor Interceptor appliances and the clustered Steelhead appliance relationships are consistent throughout the cluster. 

    For details, see “Verifying the Configuration” on page 109.

    • Use hardware-assisted pass-through on traffic that is not optimized - Use hardware-assisted pass-through (HAP), available with some network bypass cards, to minimize Interceptor appliance resource usage. Example traffic types for HAP include UDP traffic, TCP traffic to or from remote sites without Steelhead appliances, and LAN-to-LAN and WAN-to-WAN transit traffic. 

    For details, see “Hardware-Assisted Pass-Through” on page 57.

    • Use the right cables and duplex configuration - You must use the correct cables and duplex settings on the Interceptor appliances and the attached network devices to avoid performance loss due to duplex mismatches and to ensure that traffic flows through the Interceptor appliance during failures. Duplex configuration is important on Steelhead appliance clusters because duplex mismatches severely limit optimized connection performance, possibly to levels below unoptimized performance. 

    For details, see “Cabling and Duplex” on page 12.

    • Minimize the effect of link state transition - Use the Cisco CLI command spanning-tree portfast on Cisco switches (or similar configuration options on other routers and switches) to minimize the amount of time an interface stops forwarding traffic when the Steelhead appliance transitions to failure mode. 

    For details, see “Physical In-Path Interceptor Appliance Deployment” on page 9.

    • Redirect a test subset of traffic before redirecting all traffic - Begin redirection with a small subset of traffic to remote sites with and without deployed Steelhead appliances. Verify that the optimized and pass-through traffic operates as expected. 

    For details, see “Deployment Verification” on page 25.

    • If you use port scanners in the network, use one of these settings - By default, the Interceptor appliance uses device IP addresses and ports in the load-distribution tables. Port scanners typically open many ports, which can consume Interceptor appliance resources. Riverbed recommends that you either pass through IP addresses of port scanners or use the no clidistmap use-port enable command available in Interceptor appliance v1.1.2j and later.

    • Use Riverbed Professional Services or an authorized Riverbed Services Partner - You can design and implement Interceptor appliance deployments with the help of Riverbed Professional Services. Riverbed Professional Services have deployed Interceptor appliances in large and complex networks. 

    To contact Riverbed Professional Services, email proserve@riverbed.com or go to http://www.riverbed.com/us/products/professional_services/.

  
    Best Practices for VLAN Segregation

    Riverbed recommends the following best practices for VLAN segregation:

    • Dedicate Steelhead appliances to each instance, and size the Steelhead appliances according to the needs of traffic within the instance.

    • Use the same deployment cluster type for each instance.

    • Use the same instance names on all Interceptor appliances.

    • Use the same VLANs with an instance on all Interceptor appliances.

    You must use unique IP addresses for the Interceptor and Steelhead appliances within and across instances even though IP address overlap is supported for clients and servers.

    Riverbed strongly recommends that you configure each instance as the same cluster type. 

  
    Installation and Verification Best Practices

    This section describes best practices for installation and configuration verification. It includes the following topics:

    • “Installing an Interceptor Appliance” on page 108

    • “Verifying the Configuration” on page 109

    In an Interceptor deployment, you must first install and power on the Interceptors and Steelhead appliances in the network without redirecting or optimizing traffic. You can verify the configuration before the system attempts optimization. 

    A typical Interceptor appliance deployment installation is as follows: 

    1.	Rack the Steelhead appliances and Interceptor appliances.

    2.	Apply the configuration.

    3.	 Cable the appliances into the network and data path.

    4.	Verify the configuration.

    The following prerequisites must be met:

    • The primary and in-path IP addresses, subnet masks, and default gateways for all Steelheads and Interceptor appliances

    • The duplex configuration of the LAN and WAN devices that the Interceptor and Steelhead appliances connect to

    • Straight-through or crossover cables as needed (Riverbed recommends cable labels)

    • Any additional network interface cards for the Steelhead and Interceptor appliances

    • The in-path IP addresses of remote Steelhead appliances to optimize connections to the Interceptor appliance deployment location

    • The IP addresses for a few remote hosts at locations without Steelhead appliances

    • An application optimization test plan that details procedures to verify correct and optimized application behavior

    • Expert personnel or resources needed to execute the application optimization test plan

    • A network diagram that illustrates where all appliances are to be logically placed in the network

    • The clustered Interceptor and Steelhead appliance configuration

    Installing an Interceptor Appliance

    The following is a general outline of how to install and test an Interceptor appliance. 

    To install an Interceptor appliance

    1.	Insert any required additional network interface cards to the Steelheads and Interceptor appliances.

    2.	Rack and power on the Steelheads and Interceptor appliances. Connect only the primary interface to the network. Do not cable any WAN or LAN interfaces.

    3.	Using the serial console, configure the management (primary) interface configuration and default gateway on all Interceptors and Steelhead appliances. As a result all appliances are reachable through the network, and further configuration can be performed using SSH for the CLI or https for the Interceptor Management Console.

    4.	Apply and save the remaining configuration on each Steelhead and Interceptor appliance—including in-path IP addresses, in-path default gateway and routing information, connection forwarding, failover, and neighbor Interceptor appliance relationships—as required by the design.

    5.	Configure each Interceptor appliance with a load-balance rule that matches all traffic and has an action of type pass. Make this rule the last rule in the load-balance rule list, so that traffic is not redirected. Save this configuration. 

    6.	Label both ends of the cables with the installation target device and interface identifier on all cables involved in the installation, both existing and new. This eliminates potential errors during cable plugging and swapping activities. Labeling is especially necessary for deployments involving numerous in-path interfaces.

    7.	Plan a change window. During that time, cable the WAN interfaces of the Steelhead appliances and the Interceptor appliance WAN and LAN interfaces by performing the following steps:

    Verify the configurations as specified in “Verifying the Configuration” on page 109.

    Power off the Interceptor appliance. Verify that local hosts can continue to reach the WAN. Power on the Interceptor appliance. After the Interceptor appliance has restarted and the interfaces are up, verify that local hosts can continue to reach the WAN.

    Configure a load-balance rule of type redirect that matches a small subset of traffic to and from sites with remote Steelhead appliances. (This load-balance rule must be placed logically before the pass all rule.) This rule must match connections required for the application optimization test plan, and must also include connections that are not optimized.

    Verify that the connections from the host to remote Steelhead appliances sites are optimized, both by looking at the Steelhead appliances Current Connections report and by verifying that performance for the applications have improved.

    Verify that existing and new unoptimized connections matched by the load-balance redirect rule continue to function normally.

    At the end of the change window, you can leave the redirect load-balance rule in place to allow only the subset of traffic to be optimized, or you can remove both the redirect and the pass all rule. This configuration allows the Interceptor appliance to forward traffic as needed to the Steelhead appliance for auto-discovery and potentially optimize all traffic to remote locations with Steelhead appliances.

    Verifying the Configuration

    After you apply the configurations to the Interceptors and Steelhead appliances in a cluster, you can verify that the cluster interfaces and relationships are reachable and consistent.

    To verify that the cluster interfaces and relationships are reachable and consistent, use the following techniques:

    • Use the debug validate deployment command to verify all cluster relationships among the local Steelheads and Interceptor appliances.

    • Use the ping command to verify reachability between all in-path interfaces on all Steelheads and Interceptor appliances. Measure the round-trip latency reported to make sure the latency is low. Investigate and correct high latencies. This might indicate that the path between the cluster members crosses the WAN.

    • Use the show steelhead name all command on the clustered Interceptor appliances to ensure that they have connected to all the clustered Steelhead appliances. You can also run this command in VLAN segregation mode.

    • Use the show redirect peers command on the clustered Interceptor appliances to ensure that they have connected to all other cluster Interceptor appliances. If you are in VLAN segregation mode, this command is show interceptor name all.

    • Use the ping command to verify reachability between the clustered Steelhead appliances in-path IP addresses and remote Steelhead appliances in-path IP addresses.

    • Use the ping command to verify reachability between the clustered Steelhead appliances in-path IP addresses and local hosts.

    • Use the ping command to verify reachability between the Interceptor appliance in-path IP addresses and remote locations.
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